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One of the significant dangers to diminishing the collect yield is crop harm 
brought about by beast assaults. Due to the expansion of developed land into 
natural habitats, crop attacking is one of the most aggravating conflicts between 
tamed and untamed life. Pests, natural disasters, and animal attacks that reduce 
production put India's ranchers in grave danger. Contrary to ranchers' 
conventional wisdom, employing gatekeepers to monitor crops and deter wild 
animals is not a viable option. In order to ensure the safety of both humans and 
animals, crops must be shielded from animal-caused damage and the animal 
must be redirected in a manner that minimizes its potential for mischief. To 
conquer these issues and arrive at our point, we utilize man-made consciousness 
(simulated intelligence) to distinguish animals as they enter our farm utilizing a 
division of PC vision known as a profound mind organization. The ability to 
identify natural organisms is emphasized in this paper. It might be hard to 
physically tell the species apart because there are so many different kinds. 
Animals are arranged by this algorithm based on their images so that we can 
filter them more effectively. In this paper, we will use a camera to regularly 
view the ranch as a whole while simultaneously taking daily photographs of the 
surrounding area. We are able to recognize the movement of creatures and play 
the appropriate sounds to scare them away with the assistance of sophisticated 
learning models. The different convolutional mind network libraries and ideas 
used to make the model are recognized in this Paper. 

 

 
INTRODUCTION 

 

Wild animals must now cohabit with human settlements and hunt domesticated 
animals due to deforestation, a lack of stable prey, and environmental devastation. As a 
result, animals began to hunt humans for sustenance. The elephant population in India is 
involved in a tragic war and is deemed responsible for the slaughter of live creatures. As a 
result of conflict between humans and other creatures, as well as population increase, 
people began destroying the wilderness for their way of life, affecting the animals and 
their habitats. As a result of the increasing industrialization of woodland regions, creatures 
were brought into surrounding communities. Because of asset hardship and dry season, 
they assure to pursue crops, trained beasts, occasionally humans, and cultivable landscape. 
Ranchers commonly employ electrical barriers to protect their fields from animals that may 
shock themselves and respond unexpectedly. It is critical to ensure the safety of both 
humans and animals. To address this issue, we require a precise screening system capable 
of detecting a photograph of a creature part, intuitively recognizing it, and informing the 
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public. This overview research is based on a number of wired and remote apps that shield 
people from being interrupted by other species. Many applications rely on research into 
the processing of organisms in photos [1-3]. IoT (Internet of Things) has grown into a 
completely new mode of communication throughout the world. It provides the capacities 
with a wide range of applications, some of which are already important to our general 
public.One of the primary cultural issues that today effects cultivating is the devastation of 
agricultural product by wild animals. Ranchers have long been concerned about wild 
animals interfering with other wild creatures. Deer, wild hoards, moles, elephants, 
monkeys, and other species are among the numerous that pose a threat to the reaper. These 
animals may consume crops, travel the field unnoticed by the rancher, and eventually 
destroy the crops. As a result, the yield may suffer a substantial loss, demanding extra 
financial safeguards to rectify the harm. When employing his innovation, every farmer 
should be aware that animals are present in the vicinity and must be safeguarded from pain. 
This problem necessitates a quick and efficient response. As a result, the purpose of our 
study is to address this issue. The primary goal of the paper is to keep wild animals away 
from agricultural areas while also protecting them by driving them away rather than 
killing them. In addition, the organization seeks to defend people against monster assaults. 
To safeguard crops from animal assaults, we are building a monitoring and deterrence 
system based on an integrated approach in the field of deep learning [4-5]. 

 
LITERATURE SURVEY 
 

Salish et al. [6] both present approaches for identifying elephant encroachment in order to 
reduce agricultural losses. A camera trap, according to Suganthi et al., captures a photo 
according on the amount of active vibration sensors, and the Latest API is used to detect 
whether an intruder is present. Sailesh and his colleagues employ a camera linked to a 
Raspberry Pi device. This camera collects photographs on a regular basis and looks for 
elephants in them. Making loud noises or putting on bright lights, for example, can be 
employed as elephant deterrents in any technique. Pooja et al. [7] and Pragma et al. 
employ numerous inactive infrared sensors to assess if wild animals are present. In the 
meanwhile, Pragma and others Poojas et al. employed signal detection as part of a camera 
trap to identify the type of animal photographed by comparing acquired photos to a 
prepopulated database. Use the number of activated movement sensors to determine the 
size of the creature, and then its kind. Depending on the kind of animal detected, these 
systems are capable of a range of activities. This might include making various noises, 
flashing lights, or even spraying aerosol treatments to keep animals out of farmsAgadir et 
al. [8] present the interruption location paradigm that is most similar to the methods 
described in this study. When movement is detected, camera traps employ Convolutional 
Neural Networks (CNNs) for object identification to identify animals and take 
photographs. The SSD model [9] is used for object detection, and if any wild animals are 
detected in the image, an alert message directs the owner on what to do. All processing is 
conducted by a Raspberry Pi computer located near the camera trap. 
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 The Animal Intrusion and Detection System (ANIDERS) [5] assists farmers in 
reducing crop loss by detecting and preventing animal incursions through the use of an AIR 
(Active Infrared) and PIR sensor combo. Alarms are activated when intruders are detected 
to deter them. According to the WWF-India3 pilot study, the framework correctly 
identified the creature numerous times out of the 539 gets that were inside the ANIDERS' 
range, implying an exactness of around 68%. This is an area where there is room for 
improvement. There are a few issues with each of the options considered. Most 
significantly, animal incursion detection systems must provide correct species 
identification. Different animals react differently to different stimuli; for example, a wild 
hog may be scared off by obvious commotions, whilst an elephant may be astonished and 
go on the attack [10-14].To ensure less misleading benefits, it is critical to identify the 
creature as well as determine its expectations prior to delivering messages. Furthermore, it 
is uncertain how frequently these gadgets may generate erroneous alarms. It's also unclear 
whether the frameworks can inform the client whether deterring the monster was 
successful after a warning sounded. If a significant number of animals were located, it 
would be useful to determine the animal's most recent known location as well as its 
direction of movement in addition to counting them. This should be done continually or 
very close to it. Because the solution must be cost-effective, compact computer units such 
as embedded systems that may be placed on-site must be employed. The structure 
presented in this article attempts to resolve these concerns, and an explanation of the 
strategy is provided in the next section [15]. 

 
PROPOSED ALGORITHM: 
 

The invasion of private land and road crossings by wild animals has been covered 
multiple times in the India Times [16]. In these cases, the primary goal is to exterminate wild 
animals without endangering human or animal lives. In contrast to manual approaches that 
involve labor and hardware- based systems to detect animals that need to be repaired on a 
regular basis, the proposed solution just requires normal software code maintenance. The 
integration of the Deep Learning (DL) and Convolutional Neural Network (CNN) 
ideasallows for the recognition of wild animals filmed on video. Our planned work 
architecture is depicted in Figure 1. By playing the right repellant noises, any detected 
animals may be promptly scared away[17]. 

A. Deep Learning Approach 

Because the aforementioned problem persists despite all attempts, we applied deep 
learning to automatically drive the animals away. In our study, we used tools like Keras and 
Tensorflow to perform the necessary preprocessing steps and deliver an acceptable output 
depending on the model's detected output. Here, the system analyses and forecasts the 
camera's edges, and the appropriate animal-repelling sound is produced to scare the 
designated beast away. The CCTV (Closed Circuit Television) system is the input source 
[18]. 
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FIG. 1: PROPOSED WORK ARCHITECTURE 

A. Dataset 

To train our model, we used an image dataset. We collected data on 10 different 
animal species by hand. We evaluate 10 categories because we believe these creatures 
pose a threat to Indian agriculture and human life: 500 Camel, 500 Cow, 500 
Rabbit, 500 Pig, 500 Horse, 500 Monkey, 500 Tiger, and 500 Elephant. The dataset is 
divided into two sections: testing data and training data [19]. 

B. Image Processing 

For this case, we gathered ten distinct class images and created ten organizers with 
class names, saving each picture in its own envelope. To read the photos, the complete 
path must be provided, and the folder name must also be used to extract the class name. 
The pictures may be read using Opencv, and the split function can be used to retrieve the 
class names using "os.walkdir." When we manually gather data, we receive driftnet pixel 
pictures, but models won't accept different pixels. After you've read the photographs, 
convert them to a certain format and reshape them all. Then there are object-based class 
labels that must be transformed into numerical data. The numerical data was converted 
into categorical data using Label Encoder, and the data was divided into 70% test data and 
30% train data [20]. 

C. CNN model 

Send the data immediately to the model after finishing image processing and data 
splitting before building the CNN architecture. After sequentially importing the model, 
use the input layer to correct the form pictures and offer the activation function. Simply 
add a 32-filter, (5,5)-kerner size, Maxpoling, and dropouts to the input layer after that. As 
a result of this dropout, our model will not overfit. Two new input layers with the Relu 
activation function and 64 and 128 filters, 5,5kernel sizes, the same maxpooling, and 
dropouts were added. We only use Relu by default since Tanh or Sigmod will produce a 
vanishing gradient issue; we prevent this issue by using the Relu activation function. Add 
dense layers to the data using simply RELU activation, then define the output layer using 
softmax activation. In this output layer, we also defined the total number of classes. After 
the model construction process is completed, it is compiled. Characterise calamity and 



 
Volume: 02, Issue: 09                                                               November 2024                                   

Page | 5 

 

 

The Journal of Computational Science and Engineering. 
ISSN: 2583-9055 

 

 

execution metric and analyzer in this assemble stage. Because we are working on a multi-
class classification issue, we utilize  categorical_crossentropy as a loss function and 
accuracy as a measure. Based on accuracy and loss, we may select the optimal model. The 
accuracy per epoch is acquired after fitting the model. Use the confusion metre to validate 
the outcome and identify which classes will be misclassified or overlooked. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig2: PROPOSED CNN MODEL SUMMARY 

 

D. Transfer Learning Models 
We are aiming to advance learning forward so that we can predict accurately. In 

CNN, we define our architecture in terms of input layers and dense layers; however, there is 
no need to define anything in transfer learning because the system has already been trained on 
a large number of data sets; all that is required is to modify the input layer and out layer and 
retrain it using our own data. We experimented with MobileNet, VGG-19, and VGG-16. In 
this case, we merely change the input and output layers by obtaining the appropriate VGG16 
model from keras.applications.vgg16. After downloading the vgg16 weight for our input 
shape (224,224,3), declare the output layer. Finally, organize and fit the model with precision 
in mind. The VGG-19 model imports, downloads, and builds weights in the same way as the 
VGG16 model does. Only this library is used to get the weights from the MobileNet model, 
which is imported from keras.applications.mobilenet. After the model has been created, fit it 
using categorical_crossentropy as a loss and accuracy as a measure. After training all three 
models, plot the accuracy, loss plot, and confusion metric for each class. 

  
IV. RESULTS AND DISCUSSIONS 
On the elephant, monkey, and boar picture datasets, convolutional neural networks and 
transfer learning techniques will be employed to train the proposed model. The saved model 
will be executed by the driver code, allowing the training photos and the fresh test images 
from the live capture to be compared. If one of the prepared critters is discovered during the 
live capture, a frightening sound is produced using speakers to drive it away. Various test 
photographs are given and their classes are recognized to check the model's correctness. 
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                FIG. 4: CNN MODEL CONFUSION METRIC PLOT.            FIG. 5: CNN MODEL TRAIN AND TEST ACCURACY PLOT  

 

We may also check it from the disarray metric by using CNN, which has a 75% exactness. 
With this disarray framework, we can easily differentiate which class photos are appropriately 
characterized and which class pictures are misclassified. As seen in Figure 4, some camel 
images are classified as cow, deer, and elephant, while some deer images are classified as 
monkey and hare. These data points have all been mislabeled. Figure 5 displays the accuracy of 
the train and test data for each class, indicating that the number of misclassified data points 
must be reduced. 
 
 

 

FIG. 6: VGG-16 MODEL CONFUSION METRIC  PLOT                                      FIG. 7: VGG-16 MODEL TRAIN AND TEST ACCURACY       PLOT   

FIG. 8: VGG-19 MODEL CONFUSION METRIC PLOT                                 FIG. 9: VGG-19 MODEL TRAIN AND TEST ACCURACY      PLOT  
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FIG. 10: MOBILENET MODEL CONFUSION MATRIX PLOT            FIG.11: MOBILENET MODEL TRAIN AND TEST ACCURACY PLOT  
 

 

 

 

 

FIG. 12: ALL THE MODELS COMPARISON PLOT 
We obtained 75% exactness with CNN, but this precision is insufficient because we are 
hoping to predict with 100 percent precision, therefore we proceed with the move learning 
model vgg-16. Predict 99.7% using Vgg-16, as seen in the confusion matrix in Figure 6 and 
the accuracy graphs for the test and training in Figure 7. Then I tested VGG-19, which 
delivered 99.8% accuracy like VGG-16 (see figures. 8 and 9). VGG-19 is somewhat better 
than VGG-16 in this one aspect. Finally, we experimented with the mobilenet concept. 
Figures 10 and 11 reveal that we received 94.9 percent. Finally, we anticipate 99.8% accuracy 
using the vgg19 model. This model will be used as the final model. During the deployment 
step, use opencv to retrieve photos from the camera and apply a stored model to them to 
forecast the class. When the model predicts an animal, a simple email to famer is all that is 
necessary. Figure 12 depicts the accuracy comparison of four models, with VGG-19 serving 
as our final model. 
 
CONCLUSION:

 

Crop damage by wild animals is increasingly a big societal issue. To put it another way, every 
farmer should be aware that animals are living creatures that must be protected from any 
potential discomfort while utilized in the production of their food. A practical solution and 
prompt action are necessary. As a consequence, this programmed will spare farmers from 
making pointless attempts to preserve their fields, will aid farmers in protecting their crops, 
and will save farmers from huge financial losses. 
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