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వియుకత 
ViT ) ఉపయోగించి మెదడు కణితి వరీ్గకర్ణ కోసిం అర్థమయ్యా లోతైన్ అభాాస విధానానిి అిందిసుత ింది . 
ఈ అధ్ాయన్ిం వరీ్గకర్ణ పనితీర్ున్ు మ్యత్రమే కాకుిండా, శ్రదధ  పట్రలన్ు దృశ్ామ్యన్ిం చేయడిం ద్యవరా 
వివర్ణాత్మకత్న్ు కూడా నొక్కి చెబుత్ుింది. అసమత్ులా త్ర్గత్ులతో కూడిన్ మెదడు MRI డేట్రసెట్ 
ఉపయోగించబడిింది మరియు స్మధార్ణీకర్ణన్ు మెర్ుగుపర్చడానిక్క డేట్ర పింపుదల వరితించబడిింది. 
పరతిపాదిత్ ViT- ఆధారిత్ న్మూనాకు ఖచిిత్త్విం, ఖచిిత్త్విం, ర్గకాల్, F1-స్కిర్ మరియు AUC/ROC 
వింటి పార మ్యణిక కొలమ్యనాలన్ు ఉపయోగించి శిక్షణ ఇవవబడిింది మరియు మూల్ాింకన్ిం చేయబడిింది. 
ఇింకా, శ్రదధ  పట్రల విజువలైజేషన్ మోడల్ కణితి పార ింతాలపై ఎల్ దృష్టట పడుత్ుిందో, విశ్వసనీయత్ 
మరియు క్కనిికల్ వినియోగానిి ఎల్ పించుత్ుిందో చూపిసుత ింది. పరయోగాత్మక ఫలితాలు ViT ఆరిిటెకిర్ 
94% ఖచిిత్త్వింతో అధిక వరీ్గకర్ణ పనితీర్ున్ు స్మధిసుత ిందని, వైదా ఇమేజిింగ్లో నిర్ణయిం 
తీసుకోవడానిక్క మదదత్ు ఇచేి అర్థమయ్యా అవుట్పుట్లన్ు అిందిసుత ిందని సూచిసుత నాియి, అయితే CNN 
బేస్లైన్ మోడల్ 80% ఖచిిత్తావనిి స్మధిసుత ింది. 
 
కీలకపద్యలు 
బ్రెయిన్ ట్ూామర్ వరీ్గకర్ణ, విజన్ టా్రన్్ఫార్మర్, వివరిించదగన్ AI, అటెన్షన్ మ్యాప్్, మెడికల్ 
ఇమేజిింగ్, MRI 
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పరిచయిం 
మెదడు కణిత్ులు పార ణాింత్క పరిస్థథత్ులు, వీటిక్క సకాలింలో రోగ నిరాధ ర్ణ మరియు సమర్థవింత్మైన్ 
చిక్కత్్ అవసర్ిం. మెడికల్ ఇమేజిింగ్, ముఖాింగా MRI స్మిన్ుి , ముిందసుత గా గురితించడింలో కీలక పాత్ర 
పోష్టస్మత యి. స్మింపరద్యయ యింత్ర అభాాస పదధత్ులు చేతితో త్యార్ు చేస్థన్ లక్షణాలపై ఎకుివగా 
ఆధార్పడతాయి, విభిన్ి కణితి న్మూనాలన్ు స్మధార్ణీకరిించే స్మమరాథ ానిి పరిమిత్ిం చేస్మత యి. లోతైన్ 

అభాాసింలో ఇటీవలి పురోగత్ులు, ముఖాింగా కన్వలూాషన్ల్ న్ూార్ల్ నెట్వర్ిలు (CNNలు), 

వరీ్గకర్ణ ఖచిిత్తావనిి గణనీయింగా మెర్ుగుపరిచాయి. అయితే, CNNలు త్ర్చుగా వివర్ణాత్మకత్న్ు 

కలిగ ఉిండవు, ఇది క్కనిికల్ అపిికేషని్లో కీలకమైన్ అవసర్ిం. విజన్ టా్రన్్ఫార్మర్ుి  ( ViTలు ) CNNలకు 
శ్క్కతవింత్మైన్ పరతాామ్యియాలుగా ఉదభవిించాయి, చితార లలో పరపించ ఆధార్పడట్రనిి సింగరహించడానిక్క 
స్వవయ-శ్రదధ  విధానాలన్ు ఉపయోగస్మత యి. ముఖాింగా, ViT లు ఉత్పతిత చేసే శ్రదధ  పట్రలు మోడల్ 
నిర్ణయానిి పరభావిత్ిం చేస్థన్ ఇమేజ్ పార ింతాలన్ు చూపిించడిం ద్యవరా వివరిించదగన్ AI (XAI) కోసిం ఒక 
మ్యరీానిి అిందిస్మత యి. ఈ అధ్ాయన్ింలో, మేము ViTలన్ు ఉపయోగించి అర్థిం చేసుకోగల మెదడు 
కణితి వరీ్గకర్ణ న్మూనాన్ు పరతిపాదిస్మత ము మరియు అించనాల విశ్వసనీయత్న్ు అించనా వేయడానిక్క 
ద్యని శ్రదధ  పట్రలన్ు దృశ్ామ్యన్ిం చేస్మత ము. 
 
పరిశోధ్న్ లక్ష్యాలు మరియు పదదతి 
పరతిపాదిత్ పదదతి MRI స్మిన్లన్ు ఉపయోగించి మెదడు కణితి వరీ్గకర్ణ కోసిం ఒక నిరామణాత్మక 
విధానానిి అవలింబిసుత ింది. డేట్రసెట్ బహుళ కణితి త్ర్గత్ులన్ు కలిగ ఉన్ి మెదడు MRI చితార లన్ు 
కలిగ ఉింట్ుింది, త్ర్గతి పింపిణీలో అింత్ర్గిన్ అసమత్ులాత్ ఉింట్ుింది. దీనిని పరిషిరిించడానిక్క, డేట్ర 
ప్రరపార సెస్థింగ్ నిర్వహించబడిింది . ఉపయోగించిన్ కోర్ మోడల్ ఆరిిటెకిర్ ఫైన్-ట్ూాన్్ విజన్ టా్రన్్ఫార్మర్ 
( ViT ). పిరడిక్కటవ్ స్మమర్థయిం యొకి సమగర అవగాహన్న్ు నిరాధ రిించడానిక్క మోడల్ పనితీర్ున్ు 
మూల్ాింకన్ిం చేశార్ు. ఇింకా, శిక్షణ పిందిన్ ViT న్ుిండి అటెన్షన్ మ్యాప్లన్ు సింగరహించడిం ద్యవరా 
ఇింట్ర్పరట్బిలిటీని ఫ్రేమ్వర్ిలో విలీన్ిం చేశార్ు , త్ద్యవరా మోడల్ యొకి ఫోకస్ పార ింతాల 
విజువలైజేషన్న్ు అన్ుమతిసుత ింది మరియు నిర్ణయిం తీసుకునే పరక్కియలో వివరిించదగన్ అింత్ర్దృషుట లన్ు 
అిందిసుత ింది. 
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2. స్మహత్ా సర్మవ 
MRI  మెదడు కణితి చితార ల బహుళ-త్ర్గతి వరీ్గకర్ణ కోసిం హైబిెడ్ విజన్ టా్రన్్ ఫార్మర్ (ViT  ) 
మరియు డీప్ CNN -ఆధారిత్ న్మూనాలన్ు పరతిపాదిసుత ింది. ఇది మోడల్ పార్దర్శకత్ మరియు క్కనిికల్ 
న్మమకానిి పించడానిక్క వివర్ణాత్మక AI  (XAI ) పదధత్ులన్ు కూడా అన్ుసింధానిసుత ింది. మెదడు కణితి 
గురితింపు మరియు వరీ్గకర్ణలో విజన్ టా్రన్్ ఫార్మర్ుి  ( ViT లు ) మరియు వివర్ణాత్మక AI  (XAI ) 
వాడకింపై సమగర సర్మవన్ు Paper  [2] అిందిసుత ింది . ఖచిిత్మైన్ మెదడు కణితి గురితింపు కోసిం శ్రదధ  
విధానాలన్ు కలుపుకొని ఆపిటమైజ్ చేయబడిన్ హైబిెడ్ డీప్ లెరిిింగ్ విధానానిి ఈ పత్రిం [3] పరిచయిం 
చేసుత ింది . మెదడు కణితి వరీ్గకర్ణ కోసిం దివ-స్మథ యి ర్ూటిింగ్ దృష్టటని ఉపయోగించే దివ-పూర్వ-ఆధారిత్ 
హైబిెడ్ మోడల్ బయోటా్రన్్ ఎక్స్ న్ు పేపర్ [4] పరతిపాదిసుత ింది . ఈ పత్రిం [5] EFFResNet-ViT న్ు 
పరిచయిం చేసుత ింది , ఇది వైదా చిత్ర వరీ్గకర్ణ కోసిం విజన్ టా్రన్్ ఫార్మర్ లతో కన్వలూాషన్ల్ 
నెట్ వర్ి లన్ు కలిపే ఫ్యాజన్ మోడల్. ఇది పార్దర్శకత్న్ు అిందిించడానిక్క మరియు క్కనిికల్ నిర్ణయ 
మదదత్ున్ు మెర్ుగుపర్చడానిక్క వివరిించదగన్ AI  పదధత్ులన్ు పరభావిత్ిం చేసుత ింది. మెదడు MRI లో 
మలీటమోడల్ గియోమ్య సెగ్మింటేషన్ కోసిం విజన్ టా్రన్్ ఫార్మర్ుి  మరియు కన్వలూాషన్ల్ నెట్ వర్ి లన్ు 
కలిపే హైబిెడ్ మోడల్ న్ు ఈ పత్రిం [6] అిందిసుత ింది. టా్రన్్ ఫార్మర్ ఆధారిత్ మెడికల్ ఇమేజిింగ్ 
మోడల్ లలో అటెన్షన్ మ్యాప్ ల న్ుిండి పిందిన్ దృశ్ా వివర్ణల పరభావానిి ఈ పత్రిం [7] అించనా 
వేసుత ింది. మెదడు వాాధి గురితింపు కోసిం బదిలీ అభాాసింతో కలిపి విజన్ టా్రన్్ ఫార్మర్ ల వాడకానిి ఈ 
పత్రిం [8] అనేవష్టసుత ింది. 
 
3. పదదతి 
మెష్టన్ లెరిిింగ్ టెక్కిక్స లన్ు ఉపయోగించి కసటమర్ి కదలికన్ు అించనా వేయడిం మరియు వాటి పరభావానిి 
పోలిడిం అనే లక్ష్యాలన్ు స్మధిించడానిక్క, ఒక కిమబదధమైన్ పదదతిని అన్ుసరిస్మత ర్ు. ఈ పదదతిలో అనేక 
కీలక దశ్లు ఉనాియి: డేట్ర సేకర్ణ, డేట్ర ప్రరపార సెస్థింగ్, ఫీచర్ ఎింపిక, మోడల్ శిక్షణ మరియు 
మూల్ాింకన్ిం, హైపర్ పారామీట్ర్ ట్ూానిింగ్ మరియు త్ులనాత్మక విశ్లషిణ. పిరడిక్కటవ్ మోడల్ ల 
ఖచిిత్త్విం మరియు విశ్వసనీయత్న్ు నిరాధ రిించడింలో పరతి దశ్ కీలకమైన్ది. 
 
4. పరయోగాత్మక సెట్ప్ మరియు అమలు 
PyTorch మరియు TensorFlow లైబెర్గలన్ు ఉపయోగించి Python లో  పరయోగాత్మక సెట్ప్ అమలు 
చేయబడిింది . అమలు ఒక నిరామణాత్మక వర్ిఫోోన్ు అన్ుసరిించిింది. మొదట్, 253 చితార లన్ు కలిగ ఉన్ి 
MRI డేట్రసెట్ (155 "అవున్ు" కణితిగా మరియు 98 "లేదు" కణితిగా లేబుల్ చేయబడిింది ) లోడ్ 

https://jcse.cloud/


The Journal of Computational Science and Engineering (TJCSE) 

ISSN 2583-9055 (Media Online) 

Vol 3, No 11, Nov 2025  

 

   

 
 

 

 
ISSN:  2583-9055     https://jcse.cloud/   

 
 

 

చేయబడిింది మరియు ప్రరపార సెస్ చేయబడిింది . స్మధార్ణీకర్ణన్ు మెర్ుగుపర్చడానిక్క, ర్గసైజ్, 
క్షితిజసమ్యింత్ర్ ఫో్లప్, రొటేషన్, యాదృచిిక పరకాశ్ిం/కాింటా్రస్ట, ఎల్స్థటక్స టా్రన్్ఫార్మ, కోర్్ డాాప్అవుట్ 
మరియు నార్మలైజేషన్తో సహా అనేక డేట్ర ఆగ్మింటేషన్ పదధత్ులు వరితింపజేయబడ్ాయి. విజన్ టా్రన్్
ఫార్మర్ ( ViT ) మోడల్కు హైపర్పారామీట్ర్లతో శిక్షణ సెట్పై శిక్షణ ఇవవబడిింది EPOCHS = 15, 
అభాాస ర్మట్ు = 1e -4, మరియు బర్ువు క్షీణత్ = 1e -6, 0.9412 యొకి ఉత్తమ ధ్ుు వీకర్ణ 
ఖచిిత్తావనిి స్మధిించిింది. త్ర్ువాత్ మోడల్న్ు పార మ్యణిక పనితీర్ు మెటిాక్సలన్ు ఉపయోగించి పర్గక్ష 
సెట్లో మూల్ాింకన్ిం చేశార్ు. చివర్గా, న్మూనా పర్గక్ష చితార ల కోసిం శ్రదధ  పట్రలు ర్ూపిందిించబడ్ాయి, 
ఇకిడ ఫలితాలన్ు అర్థిం చేసుకోవడానిక్క వివరిించదగన్ AI  పదధత్ులు వరితింపజేయబడ్ాయి, మోడల్ 
యొకి నిర్ణయిం తీసుకునే పరక్కియపై అింత్ర్దృషుట లన్ు అిందిస్మత యి. 

 
(a ) (బి) 

F i g .1(a ) డేట్రసెట్ న్ుిండి ఉద్యహర్ణ MRI  చితార లు. (b) డేట్ర వృదిధ  త్రావత్ MRI  చితార లు 
5. ఫలితాల విశ్లిషణ 
వరీ్గకర్ణ పనిలో ViT మోడల్ బలమైన్ పనితీర్ున్ు స్మధిించిింది. గిందర్గోళిం మ్యాటిాక్స్ పటిటక 1లో 
సింగరహించబడిింది. CNN బేస్లైన్ మరియు Vi T  + XAI  న్మూనాల మధ్ా పనితీర్ు పోలిక వరీ్గకర్ణ 
ఖచిిత్త్వింలో గణనీయమైన్ మెర్ుగుదలలన్ు హైలైట్ చేసుత ింది. CNN బేస్లైన్ కోసిం, మోడల్ 15 ట్ూా  
నెగటివ్లు (TN) మరియు 17 ట్ూా  పాజిటివ్లు (TP) స్మధిించిింది, కానీ ఇది 5 ఫాల్్ పాజిటివ్లు (FP) 
మరియు 3 ఫాల్్ నెగటివ్లు (FN) కూడా ఉత్పతిత చేస్థింది, ఇది మిత్మైన్ త్పుపడు వరీ్గకర్ణ ర్మటి్న్ు 
సూచిసుత ింది. దీనిక్క విర్ుదధింగా, Vi T  + XAI  మోడల్ 18 TN మరియు 30 TPతో బలమైన్ పనితీర్ున్ు 
చూపిించిింది, అయితే లోపాలన్ు 2 FP  మరియు 1 FN క్క మ్యత్రమే త్గీించిింది. మొత్తింమీద, ViT + XAI  
విధాన్ిం CNN బేస్లైన్న్ు అధిగమిించిింది, అధిక సరైన్ గురితింపులన్ు (TN మరియు TP రిండూ) మరియు 
త్కుివ త్పుపడు వరీ్గకర్ణలన్ు (FP మరియు FN) అిందిించిింది, వరీ్గకర్ణ పన్ులలో ద్యని ఉన్ిత్మైన్ 
విశ్వసనీయత్ మరియు వివర్ణాత్మకత్న్ు పరదరిశించిింది. 
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పటిటక 1: గిందర్గోళిం మ్యత్ృక 
 నిజమైన్ 

పరతికూలత్ 
త్పుపడు పాజిటివ్ త్పుపడు 

పరతికూలత్ 
నిజమైన్ 
స్మన్ుకూలత్ 

CNN బేస్లైన్ 15 5 3 17 
విఐటి + ఎక్స్ఐఐ 18 2 1. 1. 30 లు 
 
చిత్రిం 2(a ) 15 యుగాలలో మోడల్ పనితీర్ు కోసిం శిక్షణ మరియు ధ్ుు వీకర్ణ అభాాస వకిత్లన్ు 
చూపిసుత ింది. చిత్రిం 2(a ) ఎడమ (మోడల్ ఖచిిత్త్విం): శిక్షణ ఖచిిత్త్విం యుగాలతో కిమింగా 
పర్ుగుత్ుింది, 0.6 చుట్ూట  పార ర్ింభమై చివరిక్క ద్యద్యపు 0.9క్క చేర్ుకుింట్ుింది. ధ్ుు వీకర్ణ ఖచిిత్త్విం 
కూడా మెర్ుగుపడుత్ుింది, యుగాలలో కొదిదగా హెచుిత్గుీ లకు లోన్వుత్ుింది కానీ స్మధార్ణింగా అదే పైక్క 
ధోర్ణిని అన్ుసరిసుత ింది, చిన్ి వైవిధాాలతో మించి స్మధార్ణీకర్ణన్ు సూచిసుత ింది. చిత్రిం 2(a ) కుడి 
(మోడల్ న్షటిం): శిక్షణ న్షటిం 1.2 పైన్ న్ుిండి 0.3 కింటే త్కుివకు స్థథర్ింగా త్గుీ త్ుింది, అయితే ధ్ుు వీకర్ణ 
న్షటిం కూడా కొనిి హెచుిత్గుీ లతో త్గుీ త్ుింది, 0.4–0.5 చుట్ూట  స్థథర్గకరిసుత ింది. ఇది గణనీయమైన్ ఓవర్
ఫ్లటిటింగ్ లేకుిండా పరభావవింత్మైన్ ఆపిటమైజేషన్న్ు సూచిసుత ింది. అభాాస వకిత్లు మోడల్ శిక్షణ మరియు 
ధ్ుు వీకర్ణ రిండిింటికీ పరగతిశీల ఖచిిత్త్వ ల్భాలన్ు మరియు త్గుీ త్ున్ి న్షాట నిి స్మధిసుత ిందని 
సూచిసుత నాియి, బలమైన్ అభాాస పరవర్తన్ మరియు న్మమకమైన్ పనితీర్ున్ు చూపుత్ుింది. 
 
చిత్రిం 2(b) మోడల్ మూల్ాింకన్ిం కోసిం రిస్వవర్ ఆపర్మటిింగ్ కాారకటరిస్థటక్స (ROC) వకిర్మఖన్ు పరదరిశసుత ింది. 
నారిింజ ర్ింగు వకిర్మఖ మోడల్ యొకి ROC పనితీర్ున్ు సూచిసుత ింది, 0.971 యొకి ఏరియా అిండర్ ది 
కర్వ (AUC) స్కిర్న్ు స్మధిసుత ింది, ఇది అదుభత్మైన్ వరీ్గకర్ణ స్మమరాథ ానిి సూచిసుత ింది. నీలిర్ింగు గీత్ 
ర్మఖ 0.5 AUCతో వికర్ణింగా ఉించబడిన్ నో-స్థిల్ వరీ్గకర్ణ (యాదృచిిక అించనా)ని సూచిసుత ింది. మోడల్ 
యొకి ROC వకిర్మఖ నో-స్థిల్ ర్మఖకు గణనీయింగా పైన్ ఉింట్ుింది, ముఖాింగా త్పుపడు స్మన్ుకూల 
ర్మటి్న్ు (FPR) చాల్ త్కుివగా ఉించుత్ూ అధిక ట్ూా  పాజిటివ్ ర్మటి్న్ు (TPR) నిర్వహసుత ింది. మోడల్ 
బలమైన్ వివక్షత్ శ్క్కతని మరియు త్ర్గత్ుల మధ్ా తేడాన్ు గురితించడింలో అధిక విశ్వసనీయత్న్ు 
పరదరిశసుత ింది, 0.971 యొకి AUC విలువ ద్యవరా పరతిబిింబిించే ద్యద్యపు పరిపూర్ణ పనితీర్ుతో. 
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(a ) (బి) 

చిత్రిం 2: (ఎ) శిక్షణ v s . ధ్ుు వీకర్ణ ఖచిిత్త్విం/న్షట వకిత్లు. (బి) మోడల్ వివక్షత్ స్మమరాథ ానిి 
చూపిించే ROC వకిత్. 
 
త్ులనాత్మక ఫలితాలు పటిటక 2లో పరదరిశించబడ్ాయి. పరతిపాదిత్ విజన్ టా్రన్్ఫార్మర్ మోడల్ పనితీర్ున్ు 
బ్రించ్మ్యర్ి చేయడానిక్క దీనిని అమలు చేయబడిన్ బేస్లైన్ CNN-ఆధారిత్ విధాన్ింతో పోల్ిర్ు. CNN 
బేస్లైన్ మోడల్ మొత్తిం 80% ఖచిిత్తావనిి స్మధిించిింది, 'కాదు' త్ర్గతిక్క 83% మరియు 'అవున్ు' 
త్ర్గతిక్క 77% ఖచిిత్త్వింతో. దీని ర్గకాల్ విలువలు 75% (కాదు) మరియు 85% (అవున్ు), అయితే 
F1-స్కిర్ుి  79% (కాదు) మరియు 81% (అవున్ు). ఇది సమత్ులామైన్ కానీ మిత్మైన్ పనితీర్ున్ు 
చూపిసుత ింది, అయిన్పపటికీ దీనిక్క వివర్ణ లేదు. ViT + XAI  మోడల్ 94% ఖచిిత్త్వింతో బేస్లైన్న్ు 
గణనీయింగా అధిగమిించిింది . ఇది 95% ఖచిిత్త్విం (కాదు) మరియు 94% ఖచిిత్త్విం (అవున్ు) 
స్మధిించిింది, వాటితో పాట్ు 90% ర్గకాల్ (కాదు) మరియు 97% ర్గకాల్ (అవున్ు). దీని F1-స్కిర్ుి  92% 
(కాదు) మరియు 95% (అవున్ు). ముఖాింగా, ఇది శ్రదధ  మ్యాప్ల ద్యవరా వివర్ణన్ు అిందిసుత ింది, క్కనిికల్ 
న్మమకానిి పించుత్ుింది. ViT + XAI మోడల్ అనిి మెటిాక్సలలో వరీ్గకర్ణ పనితీర్ున్ు మెర్ుగుపర్చడమే 
కాకుిండా వివర్ణాత్మకత్న్ు (శ్రదధ  పట్రలు) కూడా అన్ుసింధానిసుత ింది, ఇది CNN బేస్లైన్తో పోలిసేత వైదా 
నిర్ణయ మదదత్ుకు మరిింత్ న్మమదగన్దిగా చేసుత ింది . 
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పటిటక 2: CNN బేస్లైన్ మరియు పరతిపాదిత్ ViT మోడల్ మధ్ా త్ులనాత్మక పనితీర్ు. 
మోడల్ అకు 

జతి 
వివక్ష
త్ 

పరస్థషన్ 
లేదు 

పరస్థషన్ 
అవున్ు 

ర్గకాల్ 
లేదు 

ర్గకాల్ 
అవున్ు 

F1-
స్కిర్ు 
లేదు 

F1-స్కిర్ు 
అవున్ు 
 

అర్థవివర్
ణ 

CNN 
బేస్లైన్ 

80% 83% 77% 75% 85% 79% 81% ఉత్తర్ 
అమెరికా 

విఐటి + 
ఎక్స్ఐఐ 

94% 95% 94% 90% 97% 92% 95% అటెన్షన్ 
మ్యాప్ 

 
అతిత 3 లోని అటెన్షన్ మ్యాప్లు ViT మోడల్ కణితి పార ింతాలకు శ్రదధ  వహసుత ిందని, ద్యని నిర్ణయాలు 
వైదాపర్ింగా సింబింధిత్ పార ింతాలకు అన్ుగుణింగా ఉనాియని ధ్ృవీకరిస్మత యని చూపిసుత ింది. అతిత 3 
(ఎడమ) MRI స్మిన్లలో మెదడు కణితి గురితింపు కోసిం అటెన్షన్ విజువలైజేషన్తో వివరిించదగన్ AI 
వాడకానిి వివరిసుత ింది . ఎడమ చిత్రిం అసలు MRI స్మిన్న్ు చూపిసుత ింది, ఇకిడ కణితి పార ింత్ిం 
కనిపిసుత ింది. మధ్ా చిత్రిం అటెన్షన్ హీట్మ్యాప్న్ు పరదరిశసుత ింది, మోడల్ నిర్ణయిం తీసుకోవడింలో 
అత్ాింత్ పరభావవింత్మైన్ పార ింతాలన్ు హైలైట్ చేసుత ింది. ఎర్ుపు మరియు పసుపు పార ింతాలు అధిక 
అటెన్షన్కు అన్ుగుణింగా ఉింట్రయి, కణితి పార ింత్ింపై సరిగీా దృష్టట పడతాయి. కుడి చిత్రిం అసలు MRI 
స్మిన్పై హీట్మ్యాప్న్ు అతివాాపిత చేసుత ింది, మోడల్ యొకి ఫోకస్న్ు వాసతవ కణితి స్మథ న్ింతో సపషటింగా 
సమలేఖన్ిం చేసే సూపర్పోజ్్ వ్యాన్ు అిందిసుత ింది. మోడల్ “అవున్ు ట్ూామర్ ” (నిజమైన్ పాజిటివ్) 
న్ు సరిగీా అించనా వేస్థింది మరియు అటెన్షన్ మ్యాప్ ద్యనిని పరదరిశసుత ింది. 

  
చిత్రిం 3: కణితి పార ింతాలన్ు హైలైట్ చేసే అటెన్షన్ మ్యాప్ విజువలైజేషన్. ( ఎడమ) అవున్ు కణితి. ( 
కుడి) కణితి లేదు 
సరిగీా వరీ్గకరిించబడిన్ పరతికూల MRI కేసు ( కణితి లేదు) కోసిం వివరిించదగన్ AI విజువలైజేషన్న్ు 
అతిత 3 (కుడి) పరదరిశసుత ింది. ఎడమ చిత్రిం కనిపిించే కణితిని చూపిించని అసలు MRI స్మిన్ . మధ్ా 
చిత్రిం అటెన్షన్ హీట్మ్యాప్న్ు పరదరిశసుత ింది, ఇకిడ హైలైట్ చేయబడిన్ పార ింతాలు (ఎర్ుపు/పసుపు 
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ర్ింగులో) అించనా సమయింలో మోడల్ పరిగణిించిన్ పార ింతాలన్ు సూచిస్మత యి. ఈ ఫోకస్ పాయిింట్ుి  
చెలి్చెదుర్ుగా ఉనాియి కానీ కణితి ల్ింటి నిరామణాలకు అన్ుగుణింగా లేవు. కుడి చిత్రిం MRI స్మిన్
లోని హీట్మ్యాప్న్ు అతివాాపిత చేసుత ింది, మోడల్ సింబింధిత్ పార ింతాలన్ు పరిశీలిించిన్పపటికీ కణితి 
లేకపోవడానిి సరిగీా నిర్ణయిించిిందని నిరాధ రిసుత ింది . మోడల్ “ కణితి లేదు” (నిజమైన్ పరతికూలత్) న్ు 
ఖచిిత్ింగా అించనా వేస్థింది మరియు అటెన్షన్ మ్యాప్ కణితి లేని పార ింతాలపై త్పుపగా దృష్టట పట్టకుిండా 
నిర్ణయిం తీసుకున్ిట్ుి  చూపిించడిం ద్యవరా అర్థవివర్ణన్ు బలోపేత్ిం చేసుత ింది . 
 
ముగింపు 
ఈ అధ్ాయన్ిం విజన్ టా్రన్్ఫార్మర్ుి  మెదడు కణితి గురితింపుకు అధిక వరీ్గకర్ణ ఖచిిత్తావనిి మ్యత్రమే 
కాకుిండా, శ్రదధ  పట్రల ద్యవరా వివర్ణన్ు కూడా అిందిస్మత యని నిర్ూపిసుత ింది. ఈ మోడల్ క్కనిికల్గా 
ముఖామైన్ కణితి పార ింతాలపై దృష్టట పడుత్ుిందని నిరాధ రిించడిం ద్యవరా విజువలైజేషన్లు ఆటోమేటెడ్ 
డయాగిస్థటక్స స్థసటమ్లపై న్మమకానిి పించుతాయి. భవిషాత్ పనిలో మలీట-సెింట్ర్ MRI స్మిన్లతో 
డేట్రసెట్న్ు విసతరిించడిం, హైబిెడ్ ViT -CNN ఆరిిటెకిర్లన్ు అనేవష్టించడిం మరియు అధ్ునాత్న్ 
వివర్ణాత్మక పదధత్ులన్ు సమగరపర్చడిం వింటివి ఉింట్రయి. అదన్ింగా, పరతిపాదిత్ మోడల్ యొకి 
ఆచర్ణాత్మక పరయోజనానిి అించనా వేయడానిక్క క్కనిికల్ వర్ిఫోోలలో నిజ-సమయ విసతర్ణన్ు 
పరిశోధిించవచుి. 
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Abstract  
This paper presents an interpretable deep learning approach for brain tumor classification using 
Vision Transformers (ViT). The study emphasizes not only classification performance but also 
explainability by visualizing attention maps. A brain MRI dataset with imbalanced classes was 
used, and data augmentation was applied to improve generalization. The proposed ViT-based 
model was trained and evaluated using standard metrics, including Accuracy, Precision, Recall, 
F1-Score, and AUC/ROC. Furthermore, attention map visualization demonstrates how the model 
focuses on tumor regions, enhancing trustworthiness and clinical usability. Experimental results 
indicate that the ViT architecture achieves high classification performance with an accuracy of 
94% while providing interpretable outputs that support decision-making in medical imaging 
whereas the CNN baseline model achieves 80% accuracy. 
 
Keywords 
Brain Tumor Classification, Vision Transformer, Explainable AI, Attention Maps, Medical 
Imaging, MRI 
 
Introduction  
Brain tumors are life-threatening conditions requiring timely diagnosis and effective treatment. 
Medical imaging, especially MRI scans, plays a crucial role in early detection. Traditional 
machine learning methods rely heavily on handcrafted features, limiting their ability to 
generalize across diverse tumor patterns. Recent advances in deep learning, particularly 
Convolutional Neural Networks (CNNs), have significantly improved classification accuracy. 
However, CNNs often lack interpretability, a critical requirement in clinical applications. Vision 
Transformers (ViTs) have emerged as powerful alternatives to CNNs, leveraging self-attention 
mechanisms to capture global dependencies in images. Importantly, the attention maps generated 
by ViTs provide a means for explainable AI (XAI) by showing which image regions influenced 
the model’s decision. In this study, we propose an interpretable brain tumor classification model 
using ViTs and visualize its attention maps to evaluate the trustworthiness of predictions. 
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Research Objectives and Methodology 
The proposed methodology adopts a structured approach for brain tumor classification using 
MRI scans. The dataset comprises brain MRI images encompassing multiple tumor classes, with 
an inherent imbalance in class distribution. To address this, data preprocessing was performed. 
The core model architecture employed is a fine-tuned Vision Transformer (ViT). Model 
performance was evaluated to ensure a comprehensive understanding of predictive capability. 
Furthermore, interpretability was integrated into the framework by extracting attention maps 
from the trained ViT, thereby enabling visualization of the model’s focus regions and offering 
explainable insights into the decision-making process. 
 
2. Literature Survey  
The paper [1] proposes hybrid Vision Transformer (ViT) and Deep CNN-based models for 
multi-class classification of MRI brain tumor images. It also integrates Explainable AI (XAI) 
techniques to enhance model transparency and clinical trust. Paper [2] presents a comprehensive 
survey on the use of Vision Transformers (ViTs) and Explainable AI (XAI) in brain tumor 
detection and classification. The paper [3] introduces an optimized hybrid deep learning 
approach incorporating attention mechanisms for accurate brain tumor detection. Paper [4] 
proposes BioTransX, a bi-former-based hybrid model employing bi-level routing attention for 
brain tumor classification. The paper [5] introduces EFFResNet-ViT, a fusion model combining 
convolutional networks with Vision Transformers for medical image classification. It leverages 
explainable AI techniques to provide transparency and improve clinical decision support. The 
paper [6] presents a hybrid model combining Vision Transformers and convolutional networks 
for multimodal glioma segmentation in brain MRI. The paper [7] evaluates the effectiveness of 
visual explanations derived from attention maps in transformer-based medical imaging models. 
The paper [8] explores the use of Vision Transformers combined with transfer learning for brain 
disease detection.  
 
3. Methodology  
To achieve the objectives of predicting customer churn using machine learning techniques and 
comparing their effectiveness, a systematic methodology is followed. This methodology includes 
several key steps: data collection, data preprocessing, feature selection, model training and 
evaluation, hyperparameter tuning, and comparative analysis. Each step is crucial in ensuring the 
accuracy and reliability of the predictive models.  
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4. Experimental Setup and Implementation  
The experimental setup was implemented in Python using PyTorch and TensorFlow libraries. 
The implementation followed a structured workflow. First, the MRI dataset containing 253 
images (with 155 labeled as “Yes” tumor and 98 labeled as “No” tumor) was loaded and 
preprocessed. To improve generalization, several data augmentation techniques were applied, 
including Resize, Horizontal Flip, Rotation, Random Brightness/Contrast, Elastic Transform, 
Coarse Dropout, and Normalization. The Vision Transformer (ViT) model was then trained on 
the training set with hyperparameters EPOCHS = 15, learning rate = 1e-4, and weight decay = 
1e-6, achieving a best validation accuracy of 0.9412. The model was subsequently evaluated on 
the test set using standard performance metrics. Finally, attention maps were generated for 
sample test images, where Explainable AI techniques were applied to interpret the results, 
providing insights into the model’s decision-making process. 

 
(a)​                                                                      (b) 

Fig.1(a) Example MRI images from the dataset. (b) MRI images post data augmentation 
 
5. Result Analysis   
The ViT model achieved strong performance on the classification task. Confusion Matrix is 
summarized in Table 1. The performance comparison between the CNN Baseline and ViT + XAI 
models highlights significant improvements in classification accuracy. For the CNN Baseline, 
the model achieved 15 True Negatives (TN) and 17 True Positives (TP), but it also produced 5 
False Positives (FP) and 3 False Negatives (FN), indicating moderate misclassification rates. In 
contrast, the ViT + XAI model showed stronger performance with 18 TN and 30 TP, while 
reducing errors to only 2 FP and 1 FN. Overall, the ViT + XAI approach outperformed the CNN 
Baseline, offering higher correct detections (both TN and TP) and fewer misclassifications (FP 
and FN), demonstrating its superior reliability and explainability in classification tasks. 
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Table 1: Confusion Matrix 
 True Negative False Positive False Negative True Positive 
CNN Baseline 15 5 3 17 
ViT + XAI   18 2 1 30 
The fig 2(a) shows the training and validation learning curves for model performance across 15 
epochs. Fig 2(a) left (Model Accuracy): Training accuracy steadily increases with epochs, 
starting around 0.6 and reaching nearly 0.9 by the end. Validation accuracy also improves, 
fluctuating slightly across epochs but generally follows the same upward trend, indicating good 
generalization with minor variations. Fig 2(a) right (Model Loss): Training loss decreases 
consistently from above 1.2 to below 0.3, while validation loss also declines with some 
fluctuations, stabilizing around 0.4–0.5. This suggests effective optimization without significant 
overfitting. The learning curves indicate that the model achieves progressive accuracy gains and 
decreasing loss for both training and validation, showing strong learning behavior and reliable 
performance. 
 
The fig 2(b) displays the Receiver Operating Characteristic (ROC) curve for model evaluation. 
The orange curve represents the ROC performance of the model, achieving an Area Under the 
Curve (AUC) score of 0.971, which indicates excellent classification capability. The blue dashed 
line represents the No-Skill classifier (random guess), positioned diagonally with an AUC of 0.5. 
The ROC curve of the model lies significantly above the No-Skill line, particularly maintaining 
high True Positive Rates (TPR) while keeping False Positive Rates (FPR) very low. The model 
demonstrates strong discriminative power and high reliability in distinguishing between classes, 
with near-perfect performance as reflected by the AUC value of 0.971. 
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(a)​                                                                     (b) 

Fig. 2: (a) Training vs. validation accuracy/loss curves. (b) ROC curve showing model 
discrimination ability.  
 
Comparative results are presented in table 2. To benchmark the performance of the proposed 
Vision Transformer model has been compared it with a baseline CNN-based approach 
implemented. The CNN Baseline model achieved an overall accuracy of 80%, with a precision 
of 83% for the ‘No’ class and 77% for the ‘Yes’ class. Its recall values were 75% (No) and 85% 
(Yes), while the F1-scores were 79% (No) and 81% (Yes). This shows balanced but moderate 
performance, though it lacks interpretability. The ViT + XAI model significantly outperformed 
the baseline with an accuracy of 94%. It attained 95% precision (No) and 94% precision (Yes), 
along with 90% recall (No) and 97% recall (Yes). Its F1-scores were 92% (No) and 95% (Yes). 
Importantly, it provides interpretability through attention maps, enhancing clinical trust. The ViT 
+ XAI model not only improves classification performance across all metrics but also integrates 
explainability (attention maps), making it more reliable for medical decision support compared 
to the CNN Baseline.  
Table 2: Comparative performance between CNN baseline and proposed ViT model. 
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Model      Accu 

racy 
Precision 
No 

Precision 
Yes 

Recall 
No 

Recall 
Yes 

F1-Scor
e 
No 

F1-Score 
Yes 
 

Interpret
ability 

CNN 
Baseline   

80% 83% 77% 75% 85% 79% 81% NA 

ViT + 
XAI      

94% 95% 94% 90% 97% 92% 95% Attention 
Map 

The attention maps in fig 3 show that the ViT model attends to the tumor regions, validating that 
its decisions align with medically relevant areas. The fig3 (left)  illustrates the use of explainable 
AI with attention visualization for brain tumor detection in MRI scans. The left image shows the 
original MRI scan, where the tumor region is visible. The middle image presents the attention 
heatmap, highlighting the regions most influential in the model’s decision-making. The red and 
yellow areas correspond to high attention, correctly focusing on the tumor region. The right 
image overlays the heatmap on the original MRI scan, providing a superimposed view that 
clearly aligns the model’s focus with the actual tumor location. The model correctly predicted 
“Yes Tumor” (true positive) and the attention map demonstrates it. 

  
Fig. 3: Attention map visualization highlighting tumor regions.(left)yes tumor.(Right)No Tumor 
The fig 3 (right) demonstrates explainable AI visualization for a correctly classified negative 
MRI case (no tumor). The left image is the original MRI scan showing no visible tumor. The 
middle image displays the attention heatmap, where highlighted regions (in red/yellow) indicate 
areas considered by the model during prediction. These focus points are scattered but do not 
correspond to tumor-like structures. The right image overlays the heatmap on the MRI scan, 
confirming that the model examined relevant regions yet correctly determined the absence of a 
tumor. The model accurately predicted “No Tumor” (true negative), and the attention map 
reinforces interpretability by showing that the decision was made without incorrectly focusing on 
non-tumor regions. 
 
Conclusion  
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This study demonstrates that Vision Transformers provide not only high classification accuracy 
for brain tumor detection but also interpretability through attention maps. The visualizations 
enhance trust in automated diagnostic systems by confirming that the model focuses on clinically 
significant tumor regions. Future work includes expanding the dataset with multi-center MRI 
scans, exploring hybrid ViT-CNN architectures, and integrating advanced interpretability 
techniques. Additionally, real-time deployment in clinical workflows can be investigated to 
evaluate the practical utility of the proposed model. 
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