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Abstract

One of the retinal diseases and the main factor in blindness globally is diabetic
retinopathy (DR). The early identification of DR is aided by the discovery of microaneurysms
(MA), which is the first clinical sign of DR. Therefore, early detection and treatment can prevent
you from losing your vision. In fundus images, little red dots are utilized to indicate MA.
However, it can occasionally be challenging to analyze fundus images using human eyesight. A
model for deep learning with improved Res U-Net architecture is described in this research in
order to develop a model that can identify microaneurysms. Res Net was created to get around
the challenges of training the extremely deep neural networks. The neural network design
known as the U-net is primarily utilized for image segmentation. Our model was trained using
data from E-Ophtha and IDRiD. Deep learning has lately risen to prominence as one of the most
effective strategies for improving performance across a variety of industries; include analysis of
medical images and categorization. They have uses in things like video and image identification,
medical image analysis, image classification, image segmentation. In this study, we looked into

and evaluated a number of methods for spotting microaneurysms.

Key words: Microaneurysm, Diabetic retinopathy (DR), Fundus images, Segmentation, Res U-

Net, Deep learning
1 Introduction

Diabetic retinopathy, sometimes referred to as diabetic eye disease, is a disorder where

diabetes mellitus damages the retina. It is a primary contributor to Patients with diabetes are at
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danger. A World Health Organization (WHO) report [13] states that DR is the primary cause of

blindness in underdeveloped nations. The risk of visual loss is decreased by early detection and
treatment of DR. Analyzing retinal images aids in the detection of retinal conditions such as
diabetic retinopathy (DR), which is brought on by elevated blood sugar levels in diabetic
individuals. Localized changes in the retina's blood vessel diameter are known as retinal
microaneurysms. The typical flow pattern is disrupted by this enlargement. Leakage and retinal
edema caused by endothelial dysfunction in these microaneurysms can cause a progressive loss

of vision.

The first indication of DR is microaneurysms (MA), which manifest as tiny, circular, red
spots on the retina as a result of the vessel walls' weakening. It has sharp borders and is less than
125 pm. As illustrated in Fig. 1, Michael et al. [8] divided MA into six categories. AOSLO

reflectance and traditional fluorescent imaging were used to identify the different forms of MA.

Many factors, including low resolution, uneven image elimination, reflection, media
obesity, and small size, make it challenging for ophthalmologists to detect microaneurysms. This
paper's main objective is to use the Enhanced U-Net architecture to create a deep learning model
and train it to recognize microaneurysms. Artificial intelligence (AI) and machine learning
techniques known as "deep learning" mimic how people learn specific kinds of information.
Deep learning is a key component of data science. In this work, we detect microaneurysms in
fundus pictures using a deep learning model for biomedical image segmentation. Inside the eye,
the fundus is the rear surface. It consists of the fovea, optic disc, retina, macula, and blood
vessels. These images aid in the diagnosis, monitoring, and treatment of eye conditions
Segmentation is a process where we identify or mark down a certain area. In the field of
biomedical image segmentation, U-Net is extensively utilized. The primary use of the U-net
neural network design is picture segmentation. The morphology of the retinal vessels can be
diagnosed at the early screening phase to assess their health. Lesions such microaneurysms,

excessive curvature, and vessel narrowing frequently form in the retinal vessels during the early
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2 Literature Review

The detection of microaneurysms has been challenging because it requires a skilled
ophthalmologist. Numerous solutions have been presented in the past to address these issues.
We'll talk about a few of the earlier suggested techniques for detecting microaneurysms in this

part.

The work suggested in [5] outlines a deep learning-based computer-aided approach for
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microaneurysm detection. Five layers are used to increase the model's accuracy, including
dropout training using the maxout activation function and a SoftMax classification layer. With a
low false positive rate and state-of-the-art outcomes for MA candidate extraction, this approach
has been verified on a few publically accessible datasets and is beneficial for diabetic mass
screening.

A focus method for identifying microaneurysms in [6]. In image processing, attention
mechanisms are frequently employed, particularly in tasks like object detection, semantic
segmentation, and image classification. An attention network was proposed that guarantees that
the prediction set would iteratively converge to a suitable object boundary frame, provides a
quantitatively weak direction for object search, and increases the accuracy of object recognition.
The attention mechanism's drawback is that it increases the model's weights, which slows down

the process.

The research presented in [7] found disparities that suggest the use of excised blood vessel
analysis for the early diagnosis of microaneurysms. In the process of looking for
microaneurysms in fundus images, the best possible option for the green sub-band channel of the
retinal fundus image light smoothing by bicubic interpolation blood vessel detection was
dissected. A rotating cross-sectional profile inquiry on the pinnacle and the local most extreme
pixels fixed on territorial greatest pixels is used to evaluate various qualities. The coefficient of a
variety of capacities and the numerical values of the factual parameters mean standard deviation
are examined in this study. To assess the microaneurysm competition, the dispersion of mean and

standard deviation estimations with the preparation set collected from various datasets is utilized.

In [8], every potential MA candidate is found using a candidate detection technique based on
the Morlet wavelet.Learning two discriminative dictionaries that distinguish between MA and
non-MA objects is the next step. These dictionaries are then used to categorize the found

candidate objects. The evaluations show that the proposed MA detection approach has a greater
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average sensitivity of about 2—15 percent when compared to current methods.

The study suggested in [9] combines region growth, watershed, and contrast normalization
techniques to provide a novel segmentation method for MA. A 2-D Gaussian was applied after
the image had previously been processed using median filtering. Secondly, they applied contrast
normalization using the standard deviation of the fundus image, and then they made the
candidate region visible and identifiable using the Region Growing model watershed gradient
image. They achieved a specificity rate of 84.6 percent by using a K-NN classifier to identify
MA in photos.

3 Methodology

The detection of microaneurysms has been challenging because it requires a skilled

ophthalmologist. Numerous solutions have been presented in the past to address these issues.
We'll talk about a few of the earlier suggested techniques for detecting microaneurysms in this
part.
The work that is suggested in [5] explains a For the identification of conditions including
hypertension, diabetes and hypertensive retinopathy, and arteriosclerosis, automatic
segmentation of retinal pictures is a crucial task in computer-assisted medical image analysis. By
identifying retinal vessels, diabetic retinopathy—the primary cause of visual loss—can be
identified early among the conditions. With a low false positive rate and state-of-the-art results
for MA candidate extraction, this approach has been verified on a few publically accessible
datasets and is useful for diabetic mass screening.

In [6], the identification of microaneurysms is dependent on an attention mechanism and
the relative spatial distribution of MAs and blood vessels. Our attention module focuses
specifically on shallow-layer network properties associated with small target recognition.
Attention mechanisms have the drawback of adding extra weights to the model, which slows

down the process. This section will provide a detailed description of our suggested segmentation
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technique. Using a pretrained network makes the U-net segmentation process comparatively easy

la)Fundus image

Fig. 1(b)- Ground truth of fundus image

Microaneurysms are shown by the tiny red spots or markings in the retinal picture in Fig. 1(a).
Therefore, we have to find and categorize those tiny red dots in segmentation. To train our
model, we have a number of retinal images and masks of similar images. Masks are essentially
an image that finds and labels those little red dots. Another name for masks is ground truth
pictures.

In Fig. 1(b) image we can plainly see that pixels are placed or marked with tiny red dots where
microaneurysms are present, thus if we overlay one image with another, we can see that these are

the sites where disease is present. We can manually construct these ground truth images using
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software or image labelers that are available on the internet.
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Fundus images need to be pre-processed before being fed into the network for training because

of its drawbacks, which include significant noise, uneven brightness, and poor contrast. The
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original fundus image and the manually identified vascular map of the retinal vessels are
displayed in Figures 1(A) and 1(B). After being converted to grayscale, the fundus images are

standardized. The conversion equation is shown as follows:
Igray /2 0:299 x [rp 0:587 x Igp 0:114 x Ib (1)

Among them [r , Ig and/b are the RGB channel components of fundus images. As shown in Eq.

(1), Igray is the result of processing. It is standardized and the standardization equation.

In all areas of medical imaging, particularly in contemporary ophthalmology, image processing,
analysis, and computer vision techniques are steadily expanding. To improve the quality of
retinal images, preprocessing steps would be used. Due to its drawbacks, which include
significant noise, inconsistent brightness, and poor contrast, fundus images must be pre-
processed before being fed into the network for training. During preprocessing, the image's green
channel is initially extracted, and its contrast is then improved. Because of the extreme contrast
in the green channel, microaneurysms are easily visible. Figure 1 displays the red, green, and

blue channels that were recovered from the input image.
(a) (b)
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(d)

Figurel . Four stages of preprocessing:
(a) original RGB color retinal image
(b) cropped green-channel image
(c) enhanced green-channel image

(d) final image after gamma correction.

Equation (1) computes the brightness conversion from the red (R), green (G), and blue (B)
components of the color retinal fundus photograph to produce the grayscale image.

Gray Level =0.299*R + 0.587 * G+ 0.114 *B

In biological image processing, CLAHE is a helpful technique since it effectively
increases accessibility to the typically significant prominent portions. On retinal pictures,
contrast limited adaptive histogram equalization (CLAHE) was used to improve local contrast
and rectify uneven backgrounds in order to extract the optic disk's boundaries. Specifically,
CLAHE is utilized to detect hidden characteristics, such as enhancing the contrast of the fundus
images concealed blood vessels. The following formula is used to determine the intensity of each

pixel:

B’ =B + pavgd - pavgl
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where pavgd is the desired average intensity, pavgl is the local average intensity, and B, B' are
the starting and most recent pixel size values, respectively. This approach enhances

microaneurysms that form at the retina's surface.

Histogram equalization, in which the pictures are equalized on an overall basis, comes
after CLAHE. This is done to further intensify the contrast, in addition to CLAHE. Gaussian
filtering eliminates the existence of additional sounds. The output of CLAHE, histogram
equalized, and Gaussian filtered is displayed in Fig. 5.6. As a result, there is equal illumination
and improved contrast in the final preprocessed photos. In order to detect the existence of MAs, a

smooth image is obtained by removing the presence of noise

Adaptive histogram equalization:

(a) gray-level fundus image (b) Histogram equalization image
Deep Learning

Exudates have been detected using deep learning techniques, particularly convolutional neural
networks (CNNs) and U-net. Since they don't require hand-crafted characteristics, they have
been widely embraced in recent years, .Convolutional neural networks (CNNs) are a type of
artificial neural network that is most frequently used in deep learning for visual vision analysis.
In at least one of their layers, CNNs substitute a mathematical process known as convolution for

general matrix multiplication. They are employed in image processing and recognition and are
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made especially to handle pixel data..

Multilayer perceptrons are regularized into CNNs. Typically, multilayer perceptrons are
completely linked networks, meaning that every neuron in one layer is coupled to every other
neuron in the layer above. These networks' "full connectivity" makes them vulnerable to

overfitting data..

The input, hidden, and output layers make up a convolutional neural network. The hidden
layers of a convolutional neural network consist of one or more convolution-performing layers.
Usually, a layer that does a dot product of the convolution kernel with the input matrix of the
layer is part of this. The activation function of this product, which is often the Frobenius inner
product, is ReLU. The following layer's input is a feature map that is produced by the
convolution operation as the convolution kernel moves along the layer's input matrix. Other
layers, including pooling, fully connected, and normalization layers, come next. Pooling, a type
of non-linear down sampling, is another key idea in CNNs. Pooling can be implemented using a
variety of non-linear functions, with max pooling being the most popular. The input image is

divided into a collection of rectangles, and the maximum is output for each of these sub- regions.

Feature maps

Convolutions Subsampling Convolutions Subsampling Fully connected

U- Net:

Originating from the classic convolutional neural network, UNet was initially developed and
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used in 2015 to handle biomedical picture segmentation through the use of an expanding and
contracting path. Compared to fully convolutional networks, U-Net is faster since it just uses the
valid portions of each convolution. The primary concept is to add consecutive layers to a typical
contracting network, substituting upsampling operators for pooling operations. Thus, these layers
raise the output's resolution. Since the job of a typical convolutional neural network is image
classification, with an input image and an output label, in biological applications, we must not

only determine whether a disease exists, but also pinpoint the location of the abnormality...

It appears to have a "U" form. With two main components, the design is symmetric. The basic
convolutional process makes up the left part, known as the contracting path, while transposed 2D
convolutional layers make up the right part, known as the expansive path. Furthermore, more
accurate segmentation output is produced thanks to the cross-connections between the
contracting and expanding paths. A typical convolutional network, the contracting path is made
up of repeated convolutions, each followed by a max pooling operation and a rectified linear unit
(ReLU). The contraction increases feature information while decreasing spatial information.
Using a series of up-convolutions and concatenations using high-resolution features from the

contracting path, the expansive pathway integrates the spatial and feature information.

output
segmentation
map

- cONy 3%3, Rell
copy and crop
¥ max pool 2x2
# up-conv 2x2
- oy 1xl
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Res U-Net:

Res U-Net stands for Deep Residual U-Net. The encoder-decoder design was created with
semantic segmentation in mind. It was applied to a variety of fields, including human picture
segmentation, brain tumor segmentation, and remote sensing image analysis. A fully
convolutional neural network, Res U-Net is made to achieve great performance with less
parameters. Compared to the current UNET architecture, t is better. RESUNET leverages Deep
residual Learning and the UNET architecture. Similar to a U-Net, the Res U-Net is made up of
an encoding network, a decoding network, and a bridge from one to the other. The U-Net
employs two 3 x 3 convolutions, with a ReLU activation function after each. These layers are

swapped out for a pre-activated residual block in the Res U-Net scenario.
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Encoder

The encoder helps the network learn an abstract representation by passing the input image via
various encoder blocks. The pre-activated residual block is used in the construction of the
encoder's three encoder blocks. Each encoder block's output serves as the matching decoder
block's skip connection. In the second and third encoder blocks, the initial 3x3 convolution layer
has a stride of 2 to decrease the spatial dimensions (height and width) of the feature maps. When

the stride value is 2, the spatial dimensions are cut in half, from 256 to 128.

Bridge

A pre-activated residual block with a stride value of two is also a part of the bridge.
Decoder

The decoder learns a better semantic representation by using the skip connections from a
different encoder block and the feature map from the bridge to create a segmentation mask.
Three decoder blocks make up the decoder; following each block, the number of feature

channels is decreased and the spatial dimensions of the feature map are doubled.

U-Net is committed to finding a solution. Because it classifies each pixel, the input and
output have the same size, which allows it to locate and differentiate borders. For instance, with a
2x2 input image, In this study, end-to-end segmentation is implemented using the U-Net
backbone, which significantly reduces time consumption and improves performance.
Additionally, super pixel is used to extract data samples, overcoming the challenges of

imbalanced and tiny datasets

Pre-trained model:

High-performance models were chosen to classify the processed and segmented retinal fundus
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images; ¢ Create a new CNN model and train it from scratch using processed and segmented

retinal fundus images

Image enhancement:

The original image was improved using green channel extraction, contrast limited adaptive

histogram equalization (CLAHE), and illumination correction;
Image segmentation:

Region of Interest (ROI) such as blood vessels, macular region, and optic nerve segmented from
retinal fundus images; Generally speaking, hemorrhages might be "dot," "blot," or "flame-
shaped," depending on how deep they are in the retina. The first clinically noticeable symptoms
of DR are microaneurysms, which are spherical, localized capillary dilatation. The dilations don't
impair vision, but they typically show up as little red dots either alone or in clusters. Together,

hemorrhages and microaneurysms are referred to as "red lesions." Multi ResU-Net
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The Multi Res U-Net model substitutes the suggested Multi Res block, which was first
presented in, for the two convolutional layer sequence. For every block of Multi Res. More
parameters are included in it than in simple convolution blocks. It has three convolution layers,
heavy concatenation, identity mapping, and a shortcut connection feature that allows input to link
the remaining features. We designate a parameter N that regulates how many filters are used by
the convolutional layers within that block. We calculate the value of N as follows in order to
preserve a similar relationship between the original U-Net's and the suggested model's parameter
counts:

N = axF

Here, F represents the quantity of filters in the matching

Dataset Preparation

We must build a dataset with a training set that includes the Image and Mask files in order to
segment the data. The fundus photos, which we can obtain from a variety of websites like IEEE
and E-Optha, will be placed in the image folder.. The dataset we downloaded from [20] was used
in this experiment. Annotations or ground truth images of the images we place in the image
folders will be added to the mask folder. In the same manner as we obtain the image dataset, we
can also obtain ground truth data. It is necessary to organize the dataset so that the dimensions
and extensions of the picture and mask data are the same. If the dataset does not have a.png
extension, we must convert it because we used it in our project.

Evaluation Metrix

Numerous parameters allow us to examine our model's performance, but the four main ones that
aid in this process are iou score, accuracy, sensitivity, and specificity. True Positives, True
Negatives, False Positives, and False Negatives along with iou score and accuracy that we

computed in our model form the basis for these parameters.
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(True Negatives)

Specificity =
pecificity (True Negatives + False Positives)

4 Results and Conclusion

The model employed in [5] had a deeper neural network, which could cause it to overlook some
features and perform worse. In contrast, our model uses the Res Net architecture, which helps to
solve these issues. The model in the work suggested in [6] used a complex technique called the
attention mechanism, whereas deep learning is much simpler and only requires three steps: first,
prepare the dataset; second, write the model's code using a pre-trained network [23]; and third,
implement the code. The method for detecting microaneurysms in the work of [7] is directional
cross-sectional analysis, which is once more a complex procedure. The following approach,
which is a potential algorithm in the work given in [8], distinguishes between MA and non-MA
pixels. In contrast, our model can segment images and ground truth with ease and does not
require any categorization between MA and non-MA pixels. A model may be easily
created with basic convolutional blocks and layers utilizing Multi Res U- Net, which is an
upgrade over U-Net architecture. The only difficult aspect of the procedure is preparing the
dataset. When we train our model, we obtain:

iou_score = 1.235,

Accuracy =98.47% ,

Table I contains the comparisons of the models which we have earlier discussed in section II.
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TABLE I. MODEL COMPARISION

Parameters
ITou_sco
Model ™75 Accuracy Sensitiv  Specifici
e ity ty
Y 0
Ours 11536 99.27% ~>82% 962%

Model NA  NA A 95%
1

Model NA NA 86.8% NA
2

Model NA Ny O8% NA
3

Model NA  95% o NA
i/lodel NA 9% 0% 9%
5

One of the most advanced conditions nowadays is diabetic retinopathy. Early identification of
diabetic retinopathy helps patients avoid losing their vision. A precursor to diabetic retinopathy
is microaneurysms. The Enhanced U-Net architecture was employed to identify microaneurysms.
The neural network U-Net, which uses ResNet34 as its backbone, is used to segment biological
pictures. The model makes use of ResNet34 encoders and decoders. Res Net, an improved
version of U-Net, offers the concept of skip connections, which shortens training time and
improves performance. This research has evaluated five articles that analyze and compare

different approaches to our approach.

Only one kind of fundus camera was used to take the fundus photos used for this study. Various
cameras may introduce new functions or image patterns. Future research should include more
photos taken with different kinds of fundus cameras in order to improve the suggested model's

capacity for generalization.
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