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Abstract 
 
Driver drowsiness remains a major cause of road accidents globally. To address this, we propose 
a real-time drowsiness detection system leveraging Computer Vision and AI. Our approach uses 
Dlib and OpenCV to compute the Eye Aspect Ratio (EAR) for detecting eye closure, a critical 
indicator of fatigue. For seamless interaction, MediaPipe-based hand Gesture Recognition allows 
drivers to dismiss alarms with an open-hand gesture, reducing distractions. The system also 
integrates Bluetooth technology to deliver auditory alert for immediate driver awareness.Tested 
under varying lighting and driving conditions, the system achieved 88% accuracy in drowsiness 
detection and 91% accuracy in gesture control. Future enhancements include low-light 
optimization (e.g., infrared cameras) and multi-sensor fusion (e.g., heartbeat monitoring) for 
robustness. This work demonstrates a practical, non-intrusive solution to enhance road safety 
through real-time fatigue detection. 
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1. Introduction  
 
Drowsy driving is a significant contributor to road accidents worldwide, leading to thousands of 
fatalities and injuries each year. Fatigue impairs a driver's reaction time, decision-making ability, 
and overall awareness, increasing the likelihood of collisions. Despite awareness campaigns and 
recommendations for periodic breaks, these conventional drowsiness prevention methods are 
insufficient in real-world scenarios, where drivers often underestimate their fatigue levels. Thus, 
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a reliable, automated system capable of continuously monitoring a driver’s alertness and 
providing immediate warnings is crucial for road safety.This paper presents a Driver Drowsiness 
Detection System that leverages Computer Vision, Gesture Recognition, and Bluetooth 
technology to detect early signs of fatigue and prevent accidents. The system utilizes a webcam 
to monitor the driver’s eye movements, calculating the Eye Aspect Ratio (EAR)—a 
well-established metric for detecting drowsiness based on eyelid closure patterns. If the EAR 
falls below a predefined threshold, indicating possible drowsiness, the system instantly triggers 
multiple alerts, including audio alarms, text-to-speech (TTS) warnings, and visual notifications. 
A key innovation is the integration of MediaPipe hand tracking for gesture-based alarm 
dismissal, allowing drivers to acknowledge alerts through simple hand movements instead of 
manually interacting with the system. Furthermore, Bluetooth connectivity ensures seamless 
communication with external devices for enhanced alert mechanisms. 
 
By combining these advanced techniques, the proposed system aims to provide a real-time, 
efficient, and highly responsive driver monitoring solution, significantly reducing the risk of 
accidents caused by fatigue and inattentiveness. 
Research Objectives  
 
The main aim of this research is to conceive and implement an efficient Computer Vision-based 
driver drowsiness detection system that will improve road safety by providing timely alerts to the 
driver. The system must be able to identify early warning signals of driver drowsiness and issue 
real time alerts to avoid accidents due to drowsiness. One of the main goals is to make use of 
Computer Vision methods, i.e., examining the Eye Aspect Ratio (EAR), so as to identify the 
condition of the driver's eyes and calculate when they will most likely be closed or remain 
closed. The system must also provide these warnings in the form of audio alarms and 
text-to-speech warnings. 
 
Apart from detecting drowsiness, the system also aims to enhance the user experience 
by enabling the user to interact with the system through hand gestures. The intention is to enable 
the driver to silence the alarm with a natural gesture, an open-hand gesture, so that the system 
is not intrusive and is responsive. This feature introduces another level of interactivity, and the 
system becomes more user-friendly and less intrusive to drive. The other objective is 
to enable the system to be practical and realistic for real driving conditions.  
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2. Literature Survey  
 
Driver drowsiness detection has been a significant focus in road safety research, with many 
studies using Computer Vision to monitor eye movements and facial expressions. Early works 
like those of Liang et al. (2008) and Kumar et al. (2017) demonstrated the use of the Eye Aspect 
Ratio (EAR) to assess drowsiness by detecting eye closure. Jiang et al. (2016) improved this by 
combining EAR with other facial features, leading to better accuracy in detecting fatigue. 
 
In addition to facial analysis, hand Gesture Recognition has gained attention for user interaction. 
Xu et al. (2017) and Choi et al. (2019) explored using gestures for controlling in-car systems. 
Their work inspired the use of MediaPipe in this study to allow drivers to stop the alarm with an 
open hand gesture. 
 
Bluetooth technology has also been incorporated into drowsiness detection systems for alert 
delivery. Roh et al. (2019) integrated Bluetooth to send auditory alerts to external devices, 
ensuring the driver notices the warning. Ahn et al. (2018) further demonstrated its effectiveness 
in noisy environments, which is similarly applied in this study for real-time alert notifications. 
 
 
3. Methodology  
The method employed in this research combines various state-of-the-art technologies, including 
Computer Vision, Gesture Recognition, and Bluetooth communication, to implement a real-time 
driver drowsiness detection and alert system. The system consists of two phases: real-time face 
detection via a webcam and detection of important facial landmarks. The first phase identifies 
the face in real-time from a webcam. Dlib's frontal face detector is used to identify the face in 
each video frame. Following the identification of the face, the system identifies important facial 
landmarks, particularly the ones around the eyes, which are used to calculate the  EAR. The EAR 
is a measure of the openness of the eye, which is calculated based on the distances between 
specific points on the eyelids. When the EAR is below a threshold value, i.e., the eyes of the 
driver are likely closed, the system monitors for how long the eyes are closed. When the eyes are 
closed for a given duration, the system determines that the driver is likely sleepy and sends an 
alert. 
The system was tested using a custom dataset collected from volunteer drivers under various 
lighting and driving conditions. Due to privacy concerns, this dataset is not publicly available. 
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The second main feature of the system is the inclusion of Gesture Recognition for interaction 
with the alarm. By utilising the MediaPipe real-time hand tracking system, the system recognises 
the hand gestures of the driver throughout the alert phase. In particular, the system recognises an 
open hand gesture where the driver raises their hand to quieten the alarm. The hand gesture is 
examined by taking readings of the space between the palm and the fingers, and if the hand space 
is sufficiently wide, the system recognises this as a command to terminate the alarm. This 
method gives the driver an intuitive and non-disruptive means of interacting with the system. 
 
To enhance the effectiveness of the alert, Bluetooth communication is used for playing the alarm 
sound and voice alert on Bluetooth devices like the car audio system or external Bluetooth 
speakers. Pygame is used for repeated playback of the alarm sound so that the alert is persistent 
and audible. Besides, the pyttsx3 library is used for voice alert generation, giving a warning like 
"Wake up! You are drowsy!" in an audible manner. The application of double auditory stimulus 
makes the driver alert irrespective of the background noise level of the environment. 
 
Regarding optimization of performance in low-lighting environments, the system includes an 
image preprocessing process. The video stream from the webcam is initially converted to 
grayscale form, which enhances the global contrast and improves visibility of facial landmarks. 
To further improve the quality of the image, a histogram equalization method is utilized to 
increase the contrast of the grayscale image. A Gaussian blur is also added to minimize any noise 
in the image so that the facial landmarks are found with high accuracy even in poor lighting 
conditions. 

 
In order to evaluate the system's functionality, a number of evaluation measures are conducted. 
The accuracy with which drowsiness is detected is measured using the system and tested on 
drivers of varying profile under different driving conditions, including ensuring the EAR 
threshold level is optimized such that false positives and false negatives are reduced. The 
timeliness and minimal lag with which the system notifies the driver is tested to ensure timely 
initiation of the alert to enable avoidance of an accident. The usability of the hand Gesture 
Recognition system is the last to be evaluated, whereby it is responsive, intuitive, and 
dependable while in actual use under driving scenarios. 
 
4. Experimental Setup and Implementation  
 
The experimental setup and deployment of the driver drowsiness detection system include a few 
steps, with each step ensured to make the system work seamlessly in real time, under dynamic 
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conditions, with low computational expense, requiring minimal processing power. The system 
integrates Computer Vision, gesture detection, and Bluetooth communication to detect 
drowsiness, warn the driver, and enable interaction. The setup centers around a cost-effective, 
readily deployable, and low-complexity-based solution that may be applied under real-world 
driving conditions. Hardware implementation comprises a webcam to capture the face and hand 
movement of the driver, a Bluetooth speaker or sound system to receive and play out the alerts, 
and a microcontroller or computer to run the system. The webcam, mounted on the dashboard or 
attached to the rearview mirror of the vehicle, provides a continuous stream of video input of the 
face of the driver. The video input is processed using Computer Vision techniques to detect the 
eyes, facial points, and hand movement of the driver. The Bluetooth speaker or sound system 
captures the alert message and plays the alarm sound or text-to-speech messages to inform the 
driver of approaching sleepiness. The software installation depends mostly on various libraries 
and frameworks. The most critical libraries used are: 
 
Dlib: Utilized for detecting faces and face landmark detection. 
OpenCV: Used for capturing videos, processing images, and typical Computer Vision 
functionality. 
MediaPipe: For real-time hand Gesture Recognition. 
Pygame: Used to play the alarm sound and handle the audio alerts. 
pyttsx3: For producing voice alerts. 
 
Dlib's frontal face detector is utilized to detect faces in the video frames, while its shape 
predictor is utilized to detect facial landmarks, i.e., those close to the eyes. These are utilized to 
calculate the Eye Aspect Ratio (EAR), which is utilized to detect eye closure and infer 
drowsiness. OpenCV is utilized to preprocess the video frames, e.g., to convert to grayscale, 
histogram equalization for contrast, and noise reduction through Gaussian blur.Bluetooth 
communication is used to transmit the alert messages to external devices. The system is paired 
with a Bluetooth speaker, which is used to play the alarm tone and voice warning generated by 
pygame and pyttsx3. The alarm is played continuously until the driver identifies the alarm and 
sends the open hand gesture. On receiving the gesture, the system stops the alarm, allowing the 
driver to drive with the alert without much distraction. 
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The system is tested under various conditions, including varying lighting conditions and varying 
driver states. The real-time drowsiness detection system is designed to perform optimally even at 
low-lighting conditions, when facial landmarks become harder to find. The preprocessing steps, 
i.e., conversion to grayscale and contrast stretching, improve the robustness of the system. The 
hand Gesture Recognition is tested in terms of accuracy in recognizing open hand gestures and 
response time, so that the system responds in a timely manner to the input of the driver. 
 
The testing process involves testing the system with various drivers to make it generalizable. The 
EAR threshold is tuned to optimize detection accuracy with minimal false positives and false 
negatives. The system's usability is also tested for how much it offers timely and intuitive 
warnings to the driver without distracting it unnecessarily. 
 
Overall, the experimental system illustrates a scalable and viable driver drowsiness detection 
system integrating Computer Vision, Gesture Recognition, and Bluetooth communication to 
enhance road safety and driver vigilance. The implementation guarantees that the system is 
easily deployable in vehicles with minimal hardware needs while offering real-time, 
non-intrusive alerts necessary in sustaining driver attention and avoiding accidents due to 
drowsiness. 
 

 
5. Result Analysis   
 
The Driver Drowsiness Detection System was evaluated based on accuracy, precision, and recall 
for its key components. The EAR-based drowsiness detection achieved 88% accuracy, 85% 
precision, and 83% recall, performing well but occasionally misclassifying drowsiness under 
varying lighting conditions. The MediaPipe gesture control system had 91% accuracy, 88% 
precision, and 86% recall, effectively recognizing gestures but sometimes missing rapid or 
poorly lit movements. The Bluetooth alert system performed the best, with 95% accuracy, 92% 
precision, and 90% recall, ensuring reliable warnings with minimal false activations. Overall, the 
system demonstrated strong real-time performance, with potential improvements in adaptive 
thresholding, Gesture Recognition, and deep learning-based enhancements for even greater 
accuracy. 
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Table 1. Performance Metrics 
 

Model Accuracy Precision Recall F1-Score 

EAR-Based 
Detection 

88% 85% 83% 84% 

MediaPipe Gesture 
Control 

91% 88% 86% 87% 

Bluetooth Alert 
Activation 

95% 92% 90% 91% 

 

 
Figure 1. Performance Analysis: Comparative accuracy, precision, recall, and F1-score 
metrics for EAR-based detection, MediaPipe gesture control, and Bluetooth alert activation 
models. 
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Conclusion  
 
However, some limitations remain. For instance, the Gesture Recognition occasionally fails 
under poor lighting or when hand movement is too fast. Similarly, extreme head tilts or 
occlusions can affect facial landmark accuracy. These aspects warrant further research. 
The results indicate that the Bluetooth alert activation model performed best with the highest 
metrics across all categories, achieving 95% accuracy, 92% precision, 90% recall, and 91% 
F1-score. The MediaPipe gesture control system also performed well, with an accuracy of 91%, 
while the EAR-based detection model had slightly lower performance metrics. Each model 
contributed effectively to the overall system, with the EAR-based detection providing accurate 
drowsiness detection, the MediaPipe gesture control enabling user interaction through hand 
gestures, and the Bluetooth alert activation ensuring that alerts were reliably delivered. Overall, 
the system shows promising performance, with high precision, recall, and F1-score across 
different components, ensuring that the driver drowsiness detection and alert system is both 
accurate and reliable for real-world use. 
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