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Abstract 
 

This study introduces a machine learning tool designed to predict a student’s likelihood of being 

accepted into graduate school based on factors such as standardized test scores, academic 

performance, and research background. Built using a dataset of 500 student profiles, the model 

employs a sophisticated statistical method to provide reliable predictions. It has been 

transformed into an easy-to-use web application, hosted online at. https://graduates-admissions- 

predictor.onrender.com/. where individuals can enter their information and instantly see their 

estimated chances of admission. This tool benefits prospective students by offering clear insights 

into their admission prospects, helping them make smarter application decisions. It also supports 

universities by providing a quick, data-driven way to assess applicants, potentially improving the 

efficiency of the selection process. While highly effective, the model’s focus on numerical 

factors highlights opportunities for future enhancements to include more personal elements like 

essays or recommendation letters. 
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1.​ Introduction  

Whether you are a freshman, transfer or international student the process of applying for 

admission to a graduate school is very time-consuming and highly competitive. To evaluate 

applicants fairly, admissions personnel consider different factors such as standardized test scores, 

undergraduate grades, and research experience. As the number of applications received each year 

keeps growing, it is a tough challenge for universities to find the most efficient and effective way 

for evaluating and selecting candidates. The regular admission process is often critiqued for its 

reliance on conventional methods while being time-consuming and biased. This happens. when 

humans interfering with the process make contradictory decisions. That's why schools are 

showing a big interest in the employment of data-driven mechanisms to make the initial entry to 

the enclosed process more procedural and hands-off. 

This Research paper has a machine-learning-based predictive method that is made for the 

estimate of the applicant's ability to be admitted based on his or her GPA and test scores. The 

data consist of 500 applicants' information which gets used to feed the model, the model will talk 

about the importance of the variables, and give the admission probability making use of GRE 

and TOEFL scores, undergraduate GPA, and research experience. The system finds admission 

data patterns over many years and then provides predictions that help applicants to know their 

changes and the schools to standardize the selection. A defining feature of this study is that it can 

be accessible through the institution's website which is an online platform available 

at**graduates-admissions- predictor.onrender.com**. The platform allows the students to enter 

their data and get their possibilities immediately thus helping them to choose the right graduate 

school. Two objectives are set for the research: the first being the development of an application 

tool that will give applicants all the insight they need in the application process and the second to 

create a tool for the universities which uses a data-driven approach to achieve transparent and 

fair admissions. 

     
 
 

 
 

ISSN:  2583-9055​     https://jcse.cloud/​ 48                                     

 
 
 

https://jcse.cloud/


The Journal of Computational Science and Engineering (TJCSE) 
ISSN 2583-9055 (Media Online) 

Vol 3, No 7, July 2025  
PP 47−55 

​ ​ ​  
 
 
 
 
    2. Literature Survey 

 
Educational research is steadily being transformed by machine learning as demonstrated through 

studies focused on educational admissions of graduate students. Prior studies have developed 

essential groundwork that supports this project through their investigations of predictive 

modeling aspects in higher education. The PLOS ONE research by Zhao et al. (2023) determined 

how standardized testing information together with recommendation letters improves prediction 

of admission results. The research confirmed that using both standardized test scores and 

personal evaluation elements leads to higher predictive success in admissions assessments. The 

exploration demonstrates that joining multiple data formats can enhance admission system 

quality. The Algorithms journal published Raftopoulos et al. (2024) article which studied how to 

achieve fairness within machine learning- based admission prediction algorithms. Researchers 

from their study analyzed algorithmic bias effects before stressing the importance of fair 

selection systems which protect certain applicant populations from discriminatory outcomes. 

Predictive models need designing with fairness at the forefront to enable unbiased 

decision-making according to this work. 

Zahedi et al. (2020), through a study done by the American Society for Engineering Education, 

looked into the predictive ability of different machine learning algorithms in measuring the 

success of students. They reported that certain modeling techniques surpassed others, thereby 

confirming the fact that the most relevant algorithm choice is the one that leads to the best 

admission predictions. What this research has done is shown that methodological choices play a 

major role in optimizing predictive accuracy. Moreover, according to Patel et al., the aim of their 

study published in IJSRCSEIT was a survey of machine learning approaches intended to give 

students a clear understanding of the appropriate university selection processes. Their study 

indicated the use of various predictive techniques was the most effective way to go.  
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      3. Methodology 
 

The dataset utilized for this study, titled Admission_Prediction.csv, consists of 500 records, each 

representing an individual applicant’s academic and admission-related attributes. It comprises 

nine 

key variables that influence the likelihood of admission into a graduate program. These attributes 

include: 

●​ Serial Number: A unique identifier for each applicant, ranging from 1 to 500 (later removed 

from analysis). 

●​ GRE Score: Standardized test scores for graduate admissions, spanning from 290 to 340. 

●​ TOEFL Score: English proficiency scores, ranging from 92 to 120. 

●​ University Rating: Institutional ranking on a scale of 1 to 5, indicating perceived academic 

reputation. 

●​ Statement of Purpose (SOP) Strength: A self-assessed rating from 1 to 5, reflecting the quality 

and persuasiveness of the applicant’s statement of purpose. 

●​ Letter of Recommendation (LOR) Strength: A rating from 1 to 5 assessing the strength of 

recommendation letters submitted by the applicant. 

●​ Cumulative Grade Point Average (CGPA): Undergraduate academic performance, measured on a 

scale from 6.8 to 9.92. 

●​ Research Experience: A binary variable (0 = no, 1 = yes) indicating whether the applicant has 

prior research experience. 

●​ Chance of Admit: The target variable, ranging from 0.34 to 0.97, representing the probability of 

admission. 

●​ Before analysis, necessary preprocessing steps were undertaken to ensure data quality and 

integrity. Missing values in key attributes, such as GRE and TOEFL scores, were imputed using 

the mean value for each respective column (e.g., the average GRE score was 316.56).  
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​ 4. Experimental Setup and Implementation 

 
To enhance accessibility and usability, the predictive model has been deployed as a fully 
functional web application using Render, allowing seamless online access at 
graduates-admissions- predictor.onrender.com. Users can input their academic credentials and 
receive an estimated probability of admission, simplifying decision-making through data-driven 
insights. 

 
 

 
 
 
 The web interface, built using Flask or Django, ensures smooth functionality and 
responsiveness. Users enter key academic details such as GRE scores, TOEFL scores, CGPA, 
and research experience through an intuitive input form. The Elastic Net model then processes 
the data, generating a probability score (e.g., “85% chance of admission”) in real-time. This 
enables students to assess their standing and explore how changes in their profile might improve 
their chances. Beyond simple predictions, the platform includes an additional page, 
University.html, providing context on university ratings and their influence on admission 
decisions. While the dataset does not specify individual institutions, this feature helps users 
understand how factors like university reputation may affect outcomes, making the platform a 
more comprehensive admissions guide. 
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The application prioritizes simplicity, efficiency, and accessibility, reducing uncertainty for 
applicants applying to competitive programs. Future enhancements could include expanding the 
dataset to cover a wider range of universities, integrating qualitative factors like recommendation 
letters and personal statements, and refining the model for greater predictive accuracy. 

 
5. Result Analysis 
 
The Elastic Net model proved its worth with a test score of 84.2% (technically, an R² of 0.842), 
meaning it explains 84.2% of the variation in admission chances based on the seven features. 
Other 
  
models were close—Linear Regression hit 84.2%, Ridge 84.18%, and Lasso 84.19%—but 
Elastic Net was chosen for its balanced approach. For a strong applicant (GRE: 337, TOEFL: 
118, University Rating: 4, SOP: 4.5, LOR: 4.5, CGPA: 9.65, Research: 1), the prediction was a 
solid 94.98%. However, when tested with an unusual input (TOEFL: 33, well below the dataset’s 
minimum of 92), the model gave a negative result (-13.49%), showing it struggles outside its 
training range. The adjusted R² of 0.825 further confirms the model’s reliability, adjusting for the 
number of features used. 
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Conclusion 
 

The results highlight the effectiveness of Gradient Boosting in predicting customer churn, 
demonstrating its superior performance over Logistic Regression and Random Forest. Key 
predictors of churn include Tenure, Monthly Charges, and Contract Type. The correlation 
analysis further supports the importance of these features, providing valuable insights for 
telecom companies to devise targeted retention strategies. Future work could explore integrating 
additional features, such as customer satisfaction scores and social media activity, to enhance 
prediction accuracy. Additionally, implementing real-time churn prediction systems and 
leveraging deep learning models could further improve the efficacy of churn prediction efforts.  
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