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Abstract

The proliferation of wearable Internet of Medical Things (IoMT) devices has enabled
continuous monitoring of physiological parameters such as electrocardiogram (ECG) and
peripheral oxygen saturation (SpO:). These biosignals support early detection of cardiac
arrhythmias, hypoxemia, and other health anomalies. However, the continuous and high-
volume data streams generated by such devices introduce significant challenges in real-time
processing, storage, and scalable analytics. Traditional systems often fail to meet the
requirements of low latency, high reliability, and dynamic scalability essential for large-scale
biomedical data management.This research presents a scalable big data framework that
integrates Apache Spark with Kubernetes as a cluster manager to efficiently process wearable
biosensor data. Apache Spark’s distributed, in-memory computing architecture enables
efficient preprocessing, feature extraction, and machine learning—based classification of ECG
and SpO: signals, while Kubernetes ensures containerized deployment, fault-tolerant
operation, and dynamic resource allocation. The framework is deployed on Google Cloud
Platform (GCP), integrating BigQuery for scalable data storage, Vertex Al for model training
and deployment, and Looker Studio for real-time visualization and analytics.The proposed
system demonstrates robust biosignal analytics through Spark SQL, MLIib, and structured
streaming pipelines, enabling explainable Al and compliance with healthcare data standards.
By orchestrating Spark on Kubernetes within a cloud-native environment, this work
establishes a unified and high-performance architecture for population-scale biomedical data
analytics. The synergy between Spark, Kubernetes, and GCP provides a blueprint for
next-generation digital healthcare platforms that ensure scalability, reliability, and clinical
applicability.

Keywords — Internet of Medical Things (IoMT), Apache Spark, Kubernetes, Google Cloud
Platform (GCP), ECG, SpO-, Big Data Analytics, Healthcare Al, Cloud Computing.

1.Introduction

Wearable wireless biosensors have emerged as one of the most promising technologies in
modern healthcare, enabling real-time and non-invasive monitoring of physiological
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parameters such as electrocardiogram (ECG) and peripheral oxygen saturation (SpO-). These
devices—integrated into smartwatches, rings, chest patches, and wristbands—provide
continuous data streams that can be leveraged for early detection of critical health conditions
including cardiac arrhythmias, myocardial ischemia, hypoxemia, and sleep-disordered
breathing. The proliferation of such devices has created unprecedented opportunities for data-
driven healthcare, but it has also introduced challenges in handling, analyzing, and
interpreting the massive volumes of biosignal data they generate.To address these challenges,
Apache Spark, a distributed big data processing framework, has become a cornerstone
technology. Spark supports large-scale data ingestion, preprocessing, and advanced analytics
through its ecosystem of libraries such as Spark SQL, MLIib, and Structured Streaming.
When executed

on Kubernetes clusters, Spark gains elasticity, high availability, and efficient resource
utilization, making it suitable for healthcare applications where workloads are variable and
must be fault-tolerant. The combination of Spark and Kubernetes provides a scalable and
reliable foundation for processing biosignal datasets that may range from gigabytes (small
patient studies) to terabytes or even petabytes (population-level monitoring).Data science
plays a central role in converting raw biosensor streams into clinically actionable insights.
Signal processing techniques are used to filter noise, reduce motion artifacts, and improve the
accuracy of ECG and SpO: readings. Features such as heart rate variability, QRS complex
intervals, and SpO: variability are extracted and subsequently analyzed through machine
learning models. Deep learning methods, including Convolutional Neural Networks (CNNs)
and Long Short-Term Memory (LSTM) networks, have demonstrated high accuracy in
arrhythmia classification and hypoxemia prediction. By integrating Spark MLIib and Google
Cloud’s Vertex Al, these models can be trained on massive distributed datasets and deployed
for real-time inference.The integration of cloud-native platforms such as Google Cloud
Platform (GCP) with Spark on Kubernetes further strengthens the data pipeline. GCP
services—including Cloud Pub/Sub, Dataflow, BigQuery, and Looker Studio—enable secure
ingestion, scalable storage, advanced analytics, and visualization of biosensor data.

Research Objectives and Methodology

1.To design a real-time data acquisition and preprocessing framework for ECG and SpO:
signals from wearable IoMT devices, with robust noise and motion artifact reduction

.2.To develop lightweight machine-learning models for accurate arrhythmia detection and
oxygen saturation monitoring, optimized for deployment in distributed environments.

3. To implement a scalable big-data analytics pipeline using Apache Spark and
Kubernetes, enabling efficient processing, orchestration, and resource management for
large-scale physiological data

4. To integrate the pipeline with Google Cloud Platform (GCP) for secure data storage,
model hosting, and visualization, ensuring reproducibility, cost-effectiveness, and clinical
applicability.
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2. Literature Survey:

Emergence of wearable Internet of Medical Things (IoMT) devices has transformed
continuous physiological monitoring, generating massive real-time biosignals such as
electrocardiogram (ECG) and peripheral oxygen saturation (SpO:). These signals enable early
detection of cardiac arrhythmias, sleep-disordered breathing, and hypoxemia. However, the
continuous, high- volume nature of wearable data presents critical challenges in terms of
noise reduction, efficient feature extraction, and scalable processing.A. Wearable ECG and
Arrhythmia DetectionExtensive prior work has explored arrhythmia detection using deep
learning architectures optimized for wearable ECG. Temporal Convolutional Networks
(TCNs) have demonstrated strong temporal modeling capabilities while maintaining
lightweight structures suitable for resource-constrained devices [11]. [3].cent transformer and
hybrid CNN-LSTM models, such as CAT-Net and CLINet, capture both local and global
ECG features for improved classification accuracy on wearable datasets [4], [5]. Lightweight
and TinyML approaches employing model pruning, quantization, and knowledge distillation
enable on- device inference under tight memory and power budgets [6]. Despite promising
accuracy on benchmark datasets like MIT-BIH Arrhythmia and PhysioNet, many studies still
rely on clean clinical signals, lacking robustness to real-world motion artifacts. SpO: Signal
Processing and Motion Artifact ReductionFor SpO: and photoplethysmography (PPG), noise
introduced by user movement and ambient light remains a major obstacle. Researchers have
proposed diverse artifact removal techniques, including smoothed pseudo Wigner—Ville
distribution (SPWVD) and adaptive filtering using accelerometer inputs [7], [8]. Other
approaches combine constrained independent component analysis (cICA) with adaptive
filtering to isolate cleanPPGsignals[9].Wavelet-based decompositions such as TQWT and
iterative motion artifact removal (IMAR) have shown improved signal reconstruction during
motion [10], [11].

Hardware-level innovations, including multi-channel PPG probes with ICA-based
compensation, have also improved motion resilience in wrist-worn sensors [12]. However,
these studies primarily address signal-level noise and rarely scale to population-level data
analytics or real-time cloud deployment. Lightweight Machine Learning and Edge
IntelligenceRecent research emphasizes TinyML and Edge Al to bring intelligence closer to
the data source. Techniques such as pruning, quantization, and hardware-aware neural
architecture search allow deployment of deep models on microcontrollers or edge nodes with
minimal power consumption [6]. Evaluations on wearable ECG and SpO: datasets
demonstrate that edge inference can achieve low latency while preserving diagnostic
accuracy, supporting continuous real-time health monitoring. Research Gap and Motivation
Despite substantial progress in wearable signal processing and deep learning, few works
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provide an end-to-end, cloud-native framework for real-time, large-scale biomedical
analytics. Existing systems often lack unified architectures that combine robust denoising,
lightweight inference, and scalable clouddeployment[15].

Therefore, this research proposes a Spark—Kubernetes—GCP—based framework[16] for real-
time ECG and SpO: analytics that ensures scalability, reliability, and clinical applicability,
aligning closely with the next-generation requirements of digital healthcare systems.
3.Methodology
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4.Experimental Setup and Implementation

System Environment

The proposed real-time analytics framework was deployed in a cloud-native environment
using Google Cloud Platform (GCP) services and open-source big data components.

Cluster Framework: Apache Spark 3.5.0 deployed on Kubernetes 1.29 (GKE) .Nodes: One
master and five worker nodes (each: 8 vCPUs, 32 GB RAM). Operating System: Ubuntu
22.04 LTS containers running on Google Kubernetes Engine (GKE).

Storage and Integration: Google Cloud Storage (for raw ECG/SpO: data),

BigQuery (for preprocessed and aggregated results), and Vertex Al (for model training and
deployment).

Streaming Middleware: Google Pub/Sub used for real-time telemetry ingestion from
simulated [oMT devices.

Visualization: Looker Studio dashboards connected to BigQuery for analytics
visualization.B. Dataset Description: ECG Datasets
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MIT-BIH Arrhythmia Database — 48 half-hour ECG recordings annotated with 15
arrhythmia classes.PhysioNet Wearable ECG Database ECG data from chest patches and
smartwatches with motion artifact annotations for robustness testing.

PPG-DalLiA — Wearable PPG and accelerometer dataset designed for activity-induced
motion artifact analysis.All signals were resampled to a common frequency (250 Hz for
ECG, 100 Hz for PPG) and segmented into 10-second non-overlapping windows.
Implementation Workflow: The experimental pipeline was implemented using Spark
Structured Streaming and MLIib, orchestrated via Kubernetes.The CNN-TCN hybrid
achieved high accuracy on the MIT-BIH dataset, while maintaining low inference latency
(=45 ms per 10-second window) when deployed on Vertex Al. The SpO: model achieved
clinically acceptable bias (—0.8%) and precision (£1.9%) compared to ground truth. System
Scalability and Throughput To assess scalability, Spark executor counts were varied (from 2
to 10), and throughput (records/sec) and latency (ms) were measured for 1 GB to 20 GB input
workloads. Discussion

The results validate that integrating Apache Spark with Kubernetes orchestration enables
low- latency, fault-tolerant, and elastic processing of biosignal data. Compared to traditional
Hadoop-based frameworks, the Spark—Kubernetes—GCP setup achieved:

e 2.3x faster throughput,

o 40-60% latency reduction, and

e Full recovery from simulated node failures within 10 seconds.

5. Result Analysis and Performance Evaluation.
Table 1: Performance Metrics with Executors scaling:

Executors Throughput Average Latency(ms)
4 2,100 250
6 3,000 190
8 3,850 160
10 4,400 145
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Table 2: Model Accuracy

Model Task Accuracy (%) Sensitivity(%) Specificity(%)
CNN-TCN 98.5 97.8 98.1
Hybrid(ECG)
Lightweight 1.9% - -
Regression
Model(SpO2)
Oxygen estimation
MAE

Figure 7(a): Model Accuracy Comparison  Figure 7(b): System Scalability (Throughput vs Executors)
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6.. Conclusion:

This research demonstrates the feasibility and effectiveness of a real-time health monitoring
framework that integrates wearable IoMT devices, signal preprocessing, and machine
learning models for ECG arrhythmia detection and SpO: monitoring. By leveraging advanced
noise and motion artifact reduction techniques, the system ensures accurate data acquisition,
even in dynamic or ambulatory conditions. The implementation of lightweight machine
learning models optimized for edge and fog deployment allows for near real-time processing

90

while maintaining high prediction accuracy.

Furthermore, the incorporation of a scalable big-data analytics pipeline using Apache Spark
and Kubernetes ensures efficient handling and analysis of large volumes of health data,
facilitating timely decision-making and potential clinical insights.

Overall, this study underscores the value of combining IoMT, machine learning, and cloud-
native technologies to develop intelligent, scalable, and patient-centric healthcare solutions..
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