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Abstract:  

One serious problem with network security is the 
prevalence of online programs that steal data by 
pretending to be genuine platforms. ​
The vast majority of websites are legitimate, so 
countermeasures based on artificial intelligence (AI) 
are often used to identify malicious ones. ​
Here, deep reinforcement learning (DRL) stands up 
as a promising area for building network intrusion 
detection models, especially when dealing with very 
skewed class distributions. But DRL's training time 
grows exponentially with the complexity of the data. 
The goal of this research is to expedite training 
without sacrificing accuracy in classification by 
integrating a DRL-based classifier with cutting-edge 
feature selection methods. Five distinct 
feature-ranking algorithms based on statistics and 
correlation were utilized in our research on the 
Mendeley dataset. Compared to the scenario without 
selection techniques, the findings showed that the 
selection approach based on the computation of the 
Gini index greatly improved classification scores, 
reduced the number of columns in the dataset by 
27%, and saved over 10% of training time.  

Keywords: Cybersecurity AI, DL, Feature Selection, 
Malicious URL, and Web Phishing  

I. INTRODUCTION 

Access to online resources is now more convenient 
than ever before, thanks to the proliferation of mobile 
devices. A web application may be accessed from 
any device by simply clicking on its access reference, 
which is the universal resource location (URL). To 
steal critical information, bad actors use this trend to 
trick users into visiting temporary and dangerous 
URLs. Web phishing is a prevalent phenomenon that 
poses a threat to network security [1]. Malware may 
also be sent using this mechanism [2]. Here, upstream 
detection of URLs that propagate harmful software is 
vital [6], even if research on preventing 
malware-induced computer network infection is 
constantly progressing [3]-[5]. The short duration of 
dangerous patterns makes stationary modeling 
useless when trying to distinguish between genuine 
and malicious URLs, which makes discriminating 
between the two exceedingly difficult [7]. Machine 
learning (ML) enables the fast design of classification 
algorithms that may proactively handle the challenge 
of identifying online phishing [8] by minimizing data 
idea drift. Deep learning (DL) offers very well-suited 
algorithms that are based on biological principles and 
fall within this category of domains [9]. Following its 
successful implementation in network security 
applications, new research into this field has shown 
the need of using the resources offered by deep 
reinforcement learning (DRL) [10]. In this regard, the 
most well-known DRL algorithm—deep Q-network 
(DQN)—was used as a classifier in [14] to identify 
online phishing attempts using a suitable Markov 
decision process (MDP) formulation. Since legal 
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URLs outweigh malicious ones in real-world 
applications, the generic learner that can handle 
online phishing detection might have been trained 
using data that suffers from class imbalance 
[15]-[17]. In our earlier work [18], we introduced a 
DRL-based classifier that could adapt its training 
phase to account for the uneven class distributions in 
the training data, which was a solution to this issue. It 
took a long time to train because of the worldview 
that was established. Decreasing the data's 
complexity might be one approach to tackling this 
expense. In most cases, you may pick and choose 
which training data characteristics to use throughout 
the development process [19]. In order to increase 
classification accuracy and minimize data 
complexity, which impacts time complexity, the most 
useful variables are picked and extraneous variables 
are removed [20]. Several research in the present 
literature have shown that combining feature 
selection techniques with ML algorithms for network 
intrusion detection improves their performance 
[21]-[23]. To the best of our knowledge, no proposal 
for DRL-based classifiers paired with feature 
selection processes is available to solve the challenge 
at hand. Consequently, this paper introduces a generic 
framework that utilizes the cost-sensitive DRL-based 
classifier from [18], merging it with lightweight 
feature selection strategies based on statistics and 
correlation [24], some of which have demonstrated 
promising results in detecting malicious URLs [25]. 
In sum, the following are the key themes discussed in 
this article:  

• It offers proof that feature selection methods 
increase training time and classification performance. 
• It integrates a DRL-based classifier with statistical 
and correlation-based feature selection approaches. ​
What follows is an outline of the rest of the paper. A 
review of the relevant literature on the topic of our 
investigation is included in Section II. Section III 
presents the suggested framework and describes its 
essential components. In Section IV, we outline the 
experimental strategy and critically assess the 
outcomes. Section V wraps up the study by 
summarizing its key findings and suggesting avenues 
for further research.  

II. RELATED WORK 

For ML-based phishing detection systems, the 
authors of [26] provide a two-stage feature selection 
method that works well. An ensemble function for 
data perturbation and an innovative cumulative 
distribution function gradient method are combined 
in the approach. The results of the studies 
demonstrated that competitive classifiers trained on 
the whole collection of features performed worse 
than a random forest (RF) technique using the set of 
attributes that were chosen. Using fuzzy rough set 
theory, the best features are chosen in [27]. When 
paired with the feature selection technique, RF 
outperformed all other ML classifiers that use a 
phishing detection mechanism in this instance. Two 
distinct feature selection strategies are contrasted in 
[28]. In the first, a manual technique was used to sort 
the characteristics into four groups based on their 
original kind. Then, all four sets of ML classifiers 
were tested. Second, there was a filter method that 
used a ranking system for all dataset features in order 
to exclude the ones with lower rankings. In one study, 
phishing detection systems were able to double their 
detection rate when just one set of characteristics was 
considered, thanks to human feature selection. One 
study looked at how well malicious URL detectors 
performed after using chi-square and analysis of 
variance (ANOVA) as feature selection procedures 
[29]. The first one uses what is often known as the 
"test of independence" to identify independent 
variables by calculating their correlation. In order to 
find the difference between the feature groups, the 
second one uses the F1 score as an average. This 
method has been shown effective in experiments for a 
voting classifier-based online phishing detection 
system. Another example of using the ANOVA 
approach to train an ML classifier is in [30], where 
the authors utilize a set of malicious URLs to 
determine which attributes are most important. ​
A acceptable accuracy score was achieved in this 
investigation using an extreme-boosting gradient 
technique. For feature selection in training an 
ANN-based classifier, a sinecosine method is used in 
[31]. Similarly, a feature selection technique that 
utilizes linear and non-linear space transformation 
methods improved the classification performance of 
an ANN in [32]. Another area that is investigated in 
[33] is feature selection for DL-based classifiers. 
Specifically, an evolutionary algorithm was used to 
determine the set of essential properties that may 
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optimize the malicious URLs detection system's 
performance. Oversampling harmful URLs was used 
to address the class imbalance in the entire URL 
dataset in [34]. Effective detection performance was 
obtained by integrating a chi-square feature selection 
method with an RF classifier. The feature selection 
approach employed in [35] is a multi-objective 
grasshopper optimization algorithm. ​
The selected classifier is an ANN of a specific kind 
that trains using the approach described in [36]. A 
hybrid ML model created by integrating logistic 
regression, support vector machine, and decision tree 
classifiers was used to enhance the performance of a 
dangerous URLs detector in [37]. The technique 
included using the canopy feature selection approach. 
An approach to feature selection based on particle 
swarm optimization (PSO) is expanded upon in [38] 
by taking the Laplacian score into account. Laplacian 
particle swarm optimization (LAPPSO) was one such 
method; it outperformed rival feature selection 
techniques based on PSO in terms of the ML 
classifiers that were examined. Presented in [39] is an 
expansion on a traditional feature selection method 
that is based on genetic algorithms (GAs). It all starts 
with computing information entropy, which either 
shows where evolution is headed or allows for a 
consensus method to choose which members of the 
present population are the most suitable. Combining 
the basic approach with several ML classifiers 
allowed it to surpass state-of-the-art alternative 
techniques. Its name is enhanced genetic algorithm 
with entropy and consensus (ECGA).  

III. METHODOLOGY 

The main points of the approach that this study 
presents are outlined in this section. We begin by 
outlining the evaluation and ranking procedures for 
the data characteristics. The next topic is the 
DRL-based classifier. Part A: Choosing Features ​
Some of the feature selection techniques that have 
shown promise in solving the online phishing 
detection issue are those mentioned in [25]: ​
• Eq. (1), which gives the formula for calculating 
such a coefficient [25], is the basis of the Pearson 
correlation coefficient (PCC)-based method:  

 

The i-th sample of each conditional decision attribute 
is denoted by xi(yi), and the average of all sample 
points of each conditional decision attribute is x(y). 
The degree of relationship between two variables x 
and y is determined by the function rxy ∈ [−1, 1]. ​
Typically, a negative positive correlation is shown by 
rxy → (−)1. We presume in this research that a larger 
correlation indicates a more significant effect of the 
feature on the classifier's choice, however in feature 
selection applications both positive and negative 
correlation typologies are taken into account. ​
Using Eq. (2) [24], the chi-square test assesses the 
independence between a class label and a generic 
feature (fi) using a statistical method:  

 

The number of examples having the j−th feature, 
denoted as njs, is given by a feature fi that may take 
on t values. In addition, the above equation may be 
written as μjs = n∏snj∏n, where nj∏ is the number 
of data instances that have the j−th feature value from 
the set fi and n∏s is the number of samples from 
class s. Features with a high chi-square score—those 
that are strongly dependent—are kept when a 
selection technique is used. ​
Additionally, we take into account the following [24] 
while assessing feature selection strategies: ​
To find out whether a trait is statistically significant 
in differentiating between two groups, statisticians 
use the T-score. Here is how this measure is 
calculated:  

 

In equation (3), the variables μ1(2), σ1(2), and n1(2) 
stand for the first and second class means, standard 
deviations, and number of occurrences, respectively. 
A high t-score indicates that the feature is preferred. ​
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• The F-score, like in the previous section, is used to 
rank features; hence, a higher F-score indicates that 
the feature is more relevant [40]:  

The F-score is determined for each of the c classes by 
adding together the sample size (n) and the number of 
occurrences in the j-th class (nj). In addition, the j-th 
class (μj) and the mean values of all classes (μ) are 
taken into account. Lastly, the j-th class's standard 
deviation is denoted by σj. ​
One way to measure a feature's ability to partition 
data into two sets, D and ￎD, is with the use of the 
Gini index. A lower Gini score indicates that the 
feature is relevant in the feature selection process, as 
stated in the following formula [24]:  

 

B. Deep Reinforcement Learning-based detector 

The DRL-based classifier suggested in [18] is used in 
the methods offered in this research. One of 
reinforcement learning's (RL) strongest points is how 
well it can adapt to decision-making difficulties, 
which opens up a lot of potential uses [41]-[45]. This 
is achieved because the task at hand is typically 
conceptualized as an MDP, described by the tuple < 
S,A, T , r, ζ >, where: (i) S is the observation space; 
(ii) A is the action space; (iii) T is the state-transition 
function, such that T : S×A×S → [0, 1] that describes 
the probability of observing state st, taking action at 
and producing a new state st+1; (iv) r is the reward, 
defined at each timestep t as rt = fR(st, at); (v) ζ ∈ [0, 
1] is the discount factor that balances current and 
future rewards. The policy π : S → P(A), where P(A) 

is the probability distribution on A, has to learn the 
behaviors that maximize the reward via training, 
which is a process of trial and error. ​
The agent learns π during this phase by exploring its 
environment and choosing an action that maximizes 
the Q-function Q(st, at) = E[P∞ j=0 ŌjRt+j+1] for 
each observation (or state) in S and action in A. A 
cost-sensitive double deep Q-network (DDQN) agent 
utilizes the unbalanced classification Markov 
decision process (ICMDP) as outlined in [47] to form 
our classifier. Because of the ICMDP formulation, 
this model may adjust learning and reduce bias 
caused by the dominance of the majority class: (i) 
The training data provides S. (ii) A is the set of 
decisions that the agent can infer (|A| = 2 in this case 
of binary classification). (iii) T is deterministic 
because the agent moves from st to st+1 according to 
the order of samples in S. (iv) The reward function 
needs to inform the agent about the quality of the 
classification action by comparing at with the true 
label lt ∈ {0, 1} of the observation st and giving a 
scalar as feedback.  

 

In equation (6), SP(N) stands for the positive or 
negative class's training data set, and the imbalance 
ratio, denoted as ρ = |SP | |SN|, is what the agent gets 
back when they make a mistake with their 
classification. Since it contains vectorized malicious 
URLs, we presume that the positive class is in the 
minority. As a result, in reaction to a classification 
action, the student may differentiate the sample 
distribution between classes based on the absolute 
value of rt. In particular, there will be a larger 
absolute value for minority class recognition and a 
lower value for majority class recognition depending 
on whether the categorization is valid or incorrect. 
The agent's ultimate objective is to master a 
categorization strategy that can maximize rewards in 
the long run. Because it decouples action selection 
and assessment during the target value calculation, 
the DDQN agent was able to decrease the phenomena 
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of overestimation that the conventional DQN 
experienced, as mentioned in [18]:  

 

Specifically, in Eq. (7), the action is chosen by a 
primary neural network Q, and the value associated 
with that action is determined by a secondary 
network (ˆ Q), which is referred to as the target. 
While ˆQ's architecture is identical to Q's, the primary 
network parameters (θ) are updated in its parameter 
vector (θ−) at each τ step. On the other hand, a 
mini-batch of tuples from a first-in, first-out (FIFO) 
data structure called the replay buffer are used to 
update the main network parameters, following a 
predefined probability distribution function. During 
the optimization process, these tuples are considered 
in the loss function (LDDQN(θ) = E[(yDDQN t − 
Q(st, at, θ))2]). The balancing ratio, as shown in Eq. 
(6), prevents an additive component associated with 
the majority class from being dominant when the 
partial derivatives for the θ update are computed.  

IV. EXPERIMENTAL EVALUATION 

A. Materials and methods 

1) Database: The Mendeley dataset [48] is used, same 
as in [18].  Table I provides a concise overview of the 
dataset's primary structural features.  Vectorized 
URLs make up this collection. 

 

comprised of a collection of numerical characteristics 
derived from the textual elements that make up the 
generic URL. Also, the generic sample's validity of 
its transport layer security (TLS) certificate and its 
indexing in some search engines are both determined 
by a set of Boolean criteria. The general rule of 
thumb is that 25% of the data set is for testing 
purposes, and 75% is for training purposes (S). We 

obtain ρ = 0.3 by randomly removing samples from 
the minority class in the training set (SP) in order to 
handle a moderate imbalanced scenario. Lastly, a 
min-max technique was used to normalize the data, 
which means that values between 0 and 1 were 
scaled, as follows: xnew = xold−xmin xmax−xmin. ​
(2) KPIs: We tested two metrics—training time and 
classification accuracy. The first step is to examine 
the relationship between the growth of S's feature 
count and the training time trend (in seconds). As a 
result, the agent undergoes 110 iterations of training 
and testing for every method, with the exception of 
the non-feature selection (WFS) scenario. ​
See Eq. (1)–(5) for details on how the feature 
selection strategies examined rank features, which in 
turn determine the incremental number of features. ​
True positives (TPs) or false positives (FPs) indicate 
a (n) incorrect categorization of samples linked to the 
positive class, in this case, harmful URLs, depending 
on the situation at hand. Similarly, "true negative" 
(TN) and "false negative" (FN) indicate accurate and 
wrong negative class classifications, respectively. ​
If we want to know how well each algorithm does at 
classification, we may look at the same measures that 
were used in [18]: accuracy, recall, geomertic mean, 
F1 score, area under the receiver operating 
characteristic, and index of balanced accuracy. 
Additionally, the measures themselves are generated 
from the confusion matrices CM = _ TN FP FN TP _ 
for each top performance, which are shown as 
follows: (i) The precision is equal to TP plus FP, (ii) 
the total probability of a success is equal to TP plus 
FN, (TNR is equal to TN plus FP), the G-Mean is 
equal to the square of TPR times TNR, (iv) the 
internal bias analysis is equal to (1 plus γ times (TPR 
minus TNR)) times G-Mean2, and (v) the first 
statistic, F1, is equal to 2 times TPR times PREC. Ρ 
is set to 0.1 for the IBA calculation. Notably, when 
the following improvement requirements are fulfilled 
concurrently with regard to the WFS example, we 
evaluated the algorithm trained on the data 
constituted of the smallest amount of features picked 
by each approach as the best performer: (i) 
minimizing training time (in seconds) by 10%; (ii) 
increasing G-Mean by 2%. The top performers' 
training times and feature count as a function of each 
feature selection strategy are also highlighted. ​
3) Configuring algorithms: The DRL-based classifier 
in this study is based on the identical agent design 
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configuration as in [18]. To be more precise, Table II 
provides a summary. First, feature selection; second, 
DDQN-based classifier  

 

strategies2 were put into play by augmenting the 
Python code that was given by the two open-source 
sources mentioned in the footnotes. The following 
hardware configurations were used in the studies on 
an Ubuntu-OS machine: This system has a 2.40 GHz 
Intel Xeon(R) E5-2620 v3 processor and 16 GB of 
RAM.  

B. Results 

Training time trends with increasing feature count, as 
shown in Fig. 1, are ordered by the relative relevance 
scores awarded by the various selection strategies. 
The real patterns are shown via scatter plots. Each of 
them is roughly represented by a regression line with 
an increasing gradient. The effect of data complexity, 
such as the amount of features in the training dataset, 
on the training time of our DRL agent is therefore 
well understood. As a result, feature selection 
algorithms are a great tool for cutting down on 
computing burden. The findings are shown in Figure 
2, which concludes the training time study. The data 
demonstrates that, with the exception of the GINI 
scenario, training time is directly proportional to 
feature count. Whatever the case may be, as stated in 

Section IV-A2, for a set of characteristics equal to: (i) 
99 using CHI-SQUARE; (ii) 93 using T-SCORE; (iii) 
92 using F-SCORE; (iv) 90 using PCC; and (v) 81 
using GINI, the training time for each top performer 
is at least 100 seconds less than in the WFS example. ​
The effect of feature selection is affected by the use 
of normalized data in our tests, which is worth 
considering even if the greatest decrease in features is 
rather minor (27% compared to the baseline dataset) 
[49].  
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Assuming the evaluated techniques can reduce 
training time, our next step will be to analyze their 
effects on classification performance. Figure 3 
displays confusion matrices that reflect the 
classification performance of the top performers on 
the full (WFS) dataset and the DRL-based classifier 
on the reduced dataset, respectively. True or predicted 
values are shown in the generic matrix's columns 
(rows). With the set of values (TN, FP, FN, TP) 
presented in Fig. 3, the scores for the classification 
metrics in Fig. 4 may be obtained for each case:  

Using all features in training (WFS) leads to a high 
number of false positives (FPs) and an accuracy score 
of 84%. Conversely, getting a low (high) value of 
TPs (FNs) results in a recall score of around 96%. 
With an F1 score of 89.6%, we can see that the 
preceding metrics are harmonically related. Even 
while the classifier doesn't seem to be particularly 
good at recognizing the minority class, its high recall 
value has a beneficial impact on both the geometric 
mean (about 93%) and the IBA (0.87), indicating that 
it can handle the unbalanced situation. ​
At last, we have an AUC covered of 0.931. ​
• When compared to the WFS example, all metrics 
(except recall) improve with the adoption of feature 
selection methods (near to 96% independent of the 
feature selection approach). As seen in Figure 3, the 
most striking improvement is the decrease in FPs 
and, as a result, the increase in TNs. The 

improvement in accuracy, which falls within the 
range of 89% to 92%, is evidence of this. 
Consequently, the F1 score always falls within the 
range of 93 to 93.6%. The geometric mean also 
outperforms the WFS instance by 2-2.3% using the 
criteria that were used to choose the best performers. 
To no one's surprise, the AUC measure shows the 
same upward tendency as the geometric mean. ​
Finally, great progress is noted for the IBA score, 
which reaches a maximum value of 0.91 in the 
T-SCORE and GINI cases.  

Among the contrasted strategies, we choose the one 
that employed less characteristics in training, while 
not precisely matching the shorter training duration, 
as indicated in Fig. 2; still, this decision is chosen 
according to the analysis originating from Fig. 1. In 
addition, observe that the line-approximating training 
time trend in the Gini example has the greatest 
angular coefficient compared with the other 
instances. By reducing the dataset from 110 to 81 
columns, the feature selection technique significantly 
improves computational and classification 
performance. This is achieved by using the Gini 
index calculation. The agent's performance improves 
as the number of features decreases, in line with the 
work at hand (this indicates that it is learning to 
complete the task), which is in line with the curse of 
dimensionality problem that is common in 
classification tasks. This is a significant discovery 
since it goes against the grain of other DRL 
applications, which use complex models to increase 
performance on a given job by broadening the 
observation area [50].  
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V. CONCLUSION 

The need for intrusion detection models that can 
fulfill the requirement for resilience with regard to 
the conceptual drift characterized by the data has 
risen due to the expansion of online phishing, which 
includes malicious web apps. Furthermore, the 
uneven distribution of distinct class samples 
prevented the same data from undergoing 
manipulations to eliminate inherent bias, thereby 
maintaining the portrayal of reality. On top of that, 
there is the potential drawback of training time 
overhead for complex ML models like DRL-based 
classifiers, which meet the aforementioned criteria. 
This work set out to solve this problem by studying 
how different feature selection techniques affect 
training duration and classification accuracy. We 
focused on lightweight statistical and 
correlation-based methods. Improvements in training 
time and classification performance were seen in the 
experimental assessment, highlighting the efficiency 
of lowering the observation space size, or the number 
of columns in the training set. This is where the 
feature selection method that derived its findings 
from the Gini index outperformed its rivals. Since 
there is often an imbalance in the availability of 
samples from a given family, future work may 
explore applying such a solution to other imbalanced 
classification challenges in the cybersecurity area, 
including multiclass malware classification.  
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