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Due to the growing trend of online shopping, many
user shows intrest in shoping the prpduct they need
from these online retailers. Customers do not need
to spend a lot of time shopping in this manner.
Because consumers want to know all the
advantages and disadvantages of a product before
making a purchase, online reviews in this instance
are crucial to the product's sales. When making an
online purchase, the majority of people require
accurate product information. Customers can
examine the website's numerous comments before
spending money on a specific product. They were
unable to determine if this was a real or fake
situation. The customer orders just that specific
product. The efficacy of the phony review detection
model has been proven by the system. Since phony
reviews are written with intent, it is usually hard to
spot them. Many studies have been done on this
topic, but none have yielded a satisfactory solution.
Even in the present era, there are still a lot of holes
that need to be filled. We propose a system based
on machine learning-based text categorization to
determine the authenticity of comments made on a
certain product or service. Compared to prior
efforts in the same field, this strategy was found to
be more dependable and accurate. One method for
spotting these kinds of fake reviews is matching
learning. The use of computer data for machine
learning

extraction, logistic regression classifier, and fake
reviews.

Introduction:

Due to the current pandemic, there has
been a noticeable and rapid rise in e-commerce. For
convenience, the public favors online shopping,
e-banking, and other services. Customers can
provide feedback about the service through
e-commerce. Additionally, the existence of these
reviews may serve as a resource for information for
a potential new client. When a user shops online,
they only purchase the product after reading
reviews of it., the product will undoubtedly be
judged incorrectly. Reviews fall into two
categories, as we all know: real and fraudulent.
There are good and bad fake reviews. Fake reviews
come in a variety of forms. For example, when a
seller posts a product for sale, he may ask his
followers on social media to leave comments about
it, even though the user did not actually purchase
the item. thus these reviews are fraudulent. The
system is designed to identify reviews of this kind.
By utilizing the textual characteristics of the
reviews, the system is able to identify fraudulent
product reviews. For the implementation, the
flipkart legal website's reviews dataset—which has
several attributes and a large number of rows—is
gathered. This system is developed using a logistic
regression classifier. Various methods such as
feature selection, tokenization, web scraping,
pre-processing, etc. are employed in the
development of this system.. By using this system,
users can distinguish between reviews for products
that are phony and those that are real. And only by
reading real reviews can a user save time and arrive
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at an accurate assessment of the product. Lastly, we
demonstrated the system's efficacy.

The planned system aims to:

1. Identify spam reviews and develop a
user-friendly scheme.

2. Giving the user the ability to make an
informed decision about the product is the
goal..

Literature Review:

1) " A technique to identify phony reviews that
relies on the seasonal nature of comments and
reviews ": The author of this paper examined
the review histories of online retailers and put
forth a novel method for identifying phony
product reviews. Through an analysis of The
present investigation uses a technique based on
the temporal trends in reviews and comments.
detection method is able to identify the types
of products. This method is more advantageous
than some other methods that are currently in
use.

2)  The paper " A Structure for Identifying False
Reviews: Problems and Difficulties " presents
a fake comment commodity recognition
method based on abnormal scoring behavior
analysis. In order to achieve phony statement
discovery, it uses combination detection based
on the examination of delusional speak the
conduct between static and dynamic
characteristics. . Based on the experimental
results, it is possible to identify fake comment
targets for online commodities with this
method.

3) "Manipulative product evaluation tracking
system": In this case, the author examined the
dataset made available by lawful websites.
Afterwards, various methods, including feature
selection, data mining, data cleaning, and web
scraping, were applied to design a framework
that could distinguish between genuine and
phony product reviews.

Proposed System:

We developed a system that assists in
identifying fraudulent or spammy product reviews.
A range of machine learning approaches should be
applied in order to implement this. To construct the
model, an appropriate reviews dataset is used.
Reviews are classified as real or fake using the
most accurate model, or the best model. Several
algorithms are used for classification after the
model has been trained. Among the algorithms are
Naive Bayes and Logistic Regression. The
pre-processed dataset is used to extract the features.

After fitting each classifier, the models with the
best performance were selected. Ultimately, the
selected model was highly accurate and reliable in
identifying spam reviews. The following
Architecture depicts the proposed system (Fig 1).
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Fig.1 System Architecture

Figl.System Architecture
Methodology:

1) System User:
Administrator is automatically registered
by the system. The administrator must log
in to the system and carry out any desired
tasks. For normal users to access the
system, they must first register and then
log in

2) Dataset:

The user must gather the Flipkart
review dataset. The dataset has thousands
of rows and close to 14 attributes. The
model is trained using datasets of this
type. The attributes of dataset are:

1) URL: Taken from the Web

2) Review in bold: The reviews' titles

3) Stars: The review's assigned ratings.

4) Review: Summarize in a few paragraphs

5. Verified: Whether the reviewer is a confirmed
purchase or not.

6) Date: The date of the review
7) By: User name
8) Profile id: Id of profile

9) Most_rev: Maximum daily reviews per profile
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10) Byline: Profile URL

11) Helpful: The quantity of individuals who
annotated helpful

12) Goods: Brand name
13) URL to the product page for the product
3) Pre-processing:

Pre-processing of the dataset is done after
it has been gathered. Pre-processing, put simply, is
the process of transforming unprocessed data into a
format that a machine can understand and use to
build a machine learning model.

e Feature Extraction:

Simply put, feature extraction is the process of
identifying pertinent data and eliminating noise. We
prioritize the most important and practical features
.We condense them into three concise lines. This
ensures a focused and efficient approach . In this
case, we have only taken into account two factors:
reviews and reviews sentiment. The sentiment
attribute holds the sentiment of the review in the
form of a float value, and the review attribute is
made up of product reviews. Every other column
has been eliminated.

e Data cleaning:

Data cleaning refers to the procedure of rectifying
or removing inaccurate, corrupted, improperly
formatted, duplicate, or incomplete information
from a dataset. Data is cleaned by using various
NLTK libraries, such as stop words, punt, and
word. Term repetitions such as "a," "an," and "the,"
and so forth are eliminated from reviews, along
with various punctuation marks. Reviews also
undergo lemmatization, which means that words
with the same meaning are only taken into
consideration once. As a result, we will receive
well-organized data.

4) Tokenization:

Tokenization in Python essentially means
dividing a longer text document into
smaller lines, words, or even words for
languages other than English. A module in
NLTK named tokenize() further divides
classification into two subcategories:

1) Tokenize words: To divide a sentence
into tokens or words, we utilize the
tokenize words() function.

2) Sentence tokenization: A document or
paragraph can be separated using the
message tokenize () function into
sentences. This is where characteristics are
tokenized, which means who reviews are
broken up into digestible chunks.

5) Training:

The cleaned and arranged data needed In
order to train the model, now to instruct
tavailable. The procedure for building to
instruct a model (brain) using previously
acquired knowledge is called training. To train
the model, various algorithms such as Naive
Bayes and logistic regression can be employed.

6) Classification:

The algorithms are now being used to
train the model. Because the model has been
trained, it can make decisions. It functions
similarly to the human brain, which weighs
past experiences and knowledge when making
decisions. The model can now differentiate
between reviews that are bogus and real, as
well as their likelihood of being true.

7) Web Scrapping:

Web scraping is a method used to extract a

large volume Extracting data from websites
involves dealing with typically unstructured
information presented in HTML format. This
information is subsequently transformed into a
structured format, such as a spreadsheet or another
organized form.
This enables the data to be utilized in various
applications. Web scraping has become an essential
tool for both businesses and individuals, as it
allows for the rapid and efficient collection of
information from the internet. There are multiple
approaches to web scraping, and in this case, the
process is carried out using Beautiful Soup, a
Python library known for its web scraping
capabilities.

7) Detecting Fake Reviews:
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Now that the website reviews have been
retrieved, they have been thoroughly cleaned by
eliminating punctuation, html parsers, etc. The
system will identify user-provided reviews and
determine whether they are authentic or fraudulent.
It is predicted by utilizing the various functions.

8) Removing the fake reviews:

Now that the phony reviews have been identified
by the system, it should be removed. This indicates
that the remaining phony reviews are placed on the
opposite side of the list containing the only real
reviews. Thus, the phony reviews have been
removed from the list of real.

Algorithms:
1) Logistic Regression:

The classification method used in
unsupervised learning is called logistic regression.
A Dbinary classification model called logistic
regression divides the outcome into two categories:
true or false, or 1 or 0. It is used to forecast to use
a set of various independent variables to train a
dependent variable that is categorical. When
developing a system with two categories, logistic
regression is the best approach. It is mostly applied
to categorization issues. One dependent variable,
denoted as x in the logistic regression, and another
dependent variable, denoted as y, are both present.
The algorithm's input variable is x, and its output is
y. In mathematical way,

y=t(x)
A
1 L e == ——
-—)*&Cmue
y=08
0.5 - .. - ..
Threshold Value
y=03

P

Assumptions for Logistic Regression:

o The dependent variable ought to be
classified.

0 Multicollinearity in the
variable is not permitted.

independent

Logistic Regression Equation:

Logistic Regression is a method employed in
unsupervised learning for classification purposes. It
serves as a binary classification model, predicting
outcomes as either true or false, typically
represented by 1 or 0. This technique is widely
utilized for predicting categorical dependent
variables by considering a specified set of
independent variables. Logistic regression is
especially useful in scenarios involving systems
with two distinct categories. most of it employed in
light addressing separating issues. There are two
important  variable in  logistic  regression
independandent variable (x) the dependent variable
(y). The input variable (x) is used as an input to the
algorithm, while the output variable (y) represents
the predicted outcome. Mathematically, this can be
expressed as

y=mx+c

Where:

y is the dependent variable

x is the independent variable
m is the slope of the line

¢ is the y-intercept of the line

However, in logistic regression, we need to
transform this equation to predict probabilities. To
achieve this, we use the sigmoid function, which
converts any real number to a value in the range of
0 and 1.efined as:

Sigmoid (z) =1/ (1 + e*-z)
Where:

- z is the linear equation (mx + ¢)
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By substituting the linear equation into the sigmoid
function, we get the logistic regression equation:

P(y=1|x)=1/(1 + e”*-(mx + ¢))

This equation shows the likelihood that, given the
independent variable, the variable that is the
dependent variable (y) will equal 1. (x). The
logistic regression model then uses this probability
to make binary classifications.

Also the linear equation can be expressed as
follows:

V=D +byxy +byxy 4 byxy + 4+ by,

o Since y can only be between 0 and 1 in
logistic regression, let's divide the above
equation by (1-y):

—;?—-;ﬂforv=ﬂ,andinﬁnnvfnrv=1
-y

o To achieve a range from negative infinity
to positive infinity, we can take the
logarithm of the equation.

log [%] =by+ byxy + byx; + byxs + -

This is the final equation for Logistic Regression.
Steps in Logistic Regression:

1) We will use the following procedures to
implement the logistic regression using
Python

2) Data pre-processing step

e Fitting the training dataset to the
Logistic Regression algorithm

e  Forecasting To verify the accuracy
of the test results, we can create a
confusion matrix.

e Displaying the test set's outcome

3) Naive Bayes:

The Naive Bayes algorithm is a supervised learning
method that wuses the Bayes theorem for
classification tasks. It is applied to the resolution of
classification issues. The primary application of
this  algorithm is text classification with
High-dimensional training data set This Naive
Bayes Classifier, one of the simplest and most
efficient classification algorithms, supports the
rapid creation of machine learning models with fast
predictive capabilities. Based on the Bayesian
theory, the classification method is constructed
with the assumption that a feature will always be
present in any class, regardless of the presence or
absence of other characteristics. It allows for the
calculation of final probability.

Bayes' Theorem:

0 The Bayes the theorem, commonly
referred to as Bayes' Rule or Bayes' law, is
a tool used to estimate the likelihood of a
hypothesis being true. likelihood based on
previous understanding. The probability
with conditions determines this.

The Naive Bayes theorem can be expressed
mathematically as follows:

P(B|A)P(A)
P(B)

P(A|B)=

Where,

e Probability of event A that is P(A|B)on
observed event B is expressed as P(A|B).

e P(B|A): The likelihood that the proof
supporting a hypothesis is true.

e P(A): Probability of hypothesis before
observing evidence.

e Probability of Evidence, or P(B).

Put simply, we can determine the likelihood of
when occurrence A will occur based on the fact
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that event B has already happened thanks to the
Bayes theorem. It assists in revising our
assumptions or probability in light of fresh data or
observations. This is a commonly used theorem.

Steps to implement:

=}

Step of pre-processing data

o Adapting the method known as Naive
Bayes to the Training dataset

o Determine the result which is tested.

o Verifying the test result precision
(Confusion Matrix Creation)
o Presenting the test set result visually.

Result Analysis:

The goal of this claim is to develop a
system that can accurately predict the kind of
evaluates based on known review characteristics,
such as originality or its untruthfulness The user
must provide the system with the URL for the item
being reviewed reviews. Following that, the system
processes all of the input that has been provided
and makes predictions using an algorithm that
utilizes machine learning. The system's correctness
is provided by testing accuracy, which, as Fig. 3
illustrates, is 88%. The admin portal serves as the
training and accuracy determined is depicted in the
figure3.

0 9 e ok @ o et bt e ¢ 2]

TRAIN DATASET & BUILD THE MODEL

DO YOU WANT TO TRAIN DATASET AND BUILD THE LOGICAL PICKLED MODEL FOR THE
PREDICTION?

SCORE
Tha scon of Mitinaial Naie Bayes

Thascore of Logsc Argressin's -

= R

Fig 2. Built model

Fig.3 Review Detection

Figure 4 displays the project's actual outcome as a
pie chart and bar graph. The reviews indicated in
green are fraudulent, as are those highlighted in
red. In a bar graph or pie chart, the green area
represents the real data, while the red portion
indicates fake data. A bar graph depicts the actual
number of fake reviews, while a pie chart depicts
the percentage format..

Conclusion:

The system has demonstrated the
effectiveness of the fake review detection model.
Since fake reviews are created on purpose, they are
typically difficult to detectl.e. Numerous research
have been conducted on this subject, but none have
produced a perfect answer. There are still many
gaps that are not being fixed, even in the modern
day. To ascertain whether the comments left on a
specific product or service are genuine or
fraudulent, we put forth a methodology based on
machine  learning-based text classification.
Compared to previously used approaches in the
same field, this technique proved to be more
reliable and accurate. Matching learning is used as
part of the process to identify these types of phony
reviews. Machine learning is the process of using
computer data, models, and prediction. Also, the
consumer provides participation to the system, and
the reviews are classified into two types. categories
fake or genuine. The model is trained using the
appropriate dataset. The project's objective is to
increase user satisfaction and trustworthy
purchases. The individual who uses it also saves
time and money. System precision has
demonstrated the system's efficacy.
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