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Abstract  
In today's world, technology is constantly evolving to make human-computer interaction more 
natural and effortless. The AI Hand Gesture-Controlled YouTube Navigation System is designed 
to provide a hands-free way to control YouTube using simple hand gestures. By leveraging 
computer vision and machine learning, this system makes it easier for users to interact with 
YouTube without needing a keyboard or mouse. It is especially useful for individuals with 
disabilities, busy professionals, or anyone who finds it inconvenient to use traditional input 
devices like someone cooking or working with messy hands. This project is built using OpenCV, 
MediaPipe, and machine learning models to recognize hand gestures in real-time. Different 
gestures are assigned to key YouTube controls such as play/pause, volume up or down, skipping 
forward or backward. The system is designed to be highly accurate and responsive, ensuring a 
smooth and user-friendly experience. By replacing physical input devices with intuitive hand 
gestures, this project enhances accessibility and convenience. It highlights the potential of 
gesture-based AI systems in making technology more inclusive and user-friendly. As touch-free 
interaction becomes more common, this innovation opens doors for future developments in 
AI-driven human-computer interaction. 
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Introduction   
Technology is constantly evolving to make digital interactions more natural and user-friendly. 
While traditional input devices like keyboards, mice, and touchscreens work well for most users, 
they can be inconvenient in certain situations. For example, individuals with physical disabilities 
may find it difficult to use a mouse or keyboard, and professionals such as chefs, mechanics, or 
healthcare workers often have their hands occupied or unclean, making it impractical to touch a 
device. To address these challenges, this project introduces an AI Hand Gesture-Controlled 
YouTube Navigation System, allowing users to navigate YouTube using simple hand gestures 
instead of physical controls. This system combines computer vision and machine learning to 
recognize specific hand movements and translate them into useful commands such as play/pause, 
volume control, skipping videos. Using OpenCV and MediaPipe, the system detects and 
processes hand gestures in real-time, ensuring smooth and responsive interactions. The machine 
learning model is trained to accurately recognize different gestures, allowing users to control 
YouTube effortlessly without needing to touch a device. The primary goal of this project is to 
improve accessibility and convenience by reducing dependence on traditional input devices. 
Gesture-based technology provides a more intuitive way to interact with digital platforms, 
making technology more inclusive for people with disabilities while also offering a cleaner, 
hands-free solution for professionals and everyday users. This project highlights the growing 
potential of AI-powered gesture control in enhancing human-computer interaction and sets the 
stage for future advancements in touch-free technology. 
 
Research Objectives and Methodology 
The primary and secondary objectives of this research and project are to develop an AI Hand 
Gesture-Controlled YouTube Navigation System and explore its impact on accessibility and 
convenience. The study aims to: 

1. Analyze the role of hand gesture recognition and computer vision in enhancing 
human-computer interaction. 

2. Evaluate the effectiveness of gesture-based controls in providing a hands-free and 
user-friendly YouTube navigation experience. 

3. Identify the key machine learning techniques and frameworks applicable in real-time 
gesture recognition. 

4. Examine the impact of AI-driven gesture control on accessibility, usability, and efficiency 
in digital media navigation. 
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Literature Survey  
Hand Segmentation Techniques for Hand Gesture Recognition in Natural Human-Computer 
Interaction (2012) by Archana S. Ghotkar and Gajanan K. Kharate explores vision-based hand 
gesture recognition techniques, focusing on improving hand segmentation accuracy. The study 
evaluates multiple segmentation algorithms, utilizing HSV, Lab, and object tracking-based 
segmentation methods to enhance hand tracking and detection. The research highlights the Hand 
Tracking and Segmentation (HTS) algorithm as the most effective, overcoming challenges such 
as skin color variation, dynamic background removal, and lighting inconsistencies. By 
integrating edge traversal algorithms, the system refines hand contour detection and reduces 
noise. Implemented using MATLAB and OpenCV, the study paves the way for robust, 
hardware-free gesture recognition systems. 
 
Real-Time Hand Gesture Recognition System for Dynamic Applications (2012) by Siddharth S. 
Rautaray and Anupam Agrawal presents a gesture recognition system for real-time applications. 
The study introduces an approach using computer vision and machine learning to interact with 
virtual environments without wearable devices. The system employs the CamShift algorithm for 
hand tracking and a Haar-like classifier for detection, mapping hand contours to predefined 
gestures. It is implemented with OpenCV for image processing and OpenGL for rendering. The 
system is designed to replace conventional input devices like a mouse, making it suitable for 
applications such as virtual reality and smart device control. The study concludes that the system 
achieves high accuracy under varying illumination conditions, but future improvements could 
enhance robustness and gesture vocabulary expansion. 
 
Hand Gesture Recognition Using OpenCV (2022) by Kavuru Harshini, M. Sravanthi, D. 
Alekhya, B. Sai Rahul, and K. Sravani presents a cost-effective and efficient hand gesture 
recognition system using OpenCV. The study employs motion detection, background subtraction, 
and skin segmentation techniques to isolate and detect hand gestures accurately. The system 
localizes the hand, prunes false regions, calculates the centroid, and constructs a bounding circle 
around the palm to detect and count fingers. The method is designed to recognize hand gestures 
for basic arithmetic operations, demonstrating an accessible and practical approach to 
human-computer interaction without requiring expensive hardware. The study concludes that the 
proposed method is both economical and effective, providing a reliable solution for 
gesture-based computing. 
Early studies on gesture recognition primarily relied on basic image processing techniques and 
statistical methods. Traditional approaches used color-based segmentation and edge detection to 

 
 

ISSN:  2583-9055     https://jcse.cloud/ 12                             

 
 

https://jcse.cloud/


The Journal of Computational Science and Engineering (TJCSE) 
ISSN 2583-9055 (Media Online) 

Vol 3, No 8, August 2025  
PP 10−19 

  
 
 
identify hand gestures. However, these methods were highly sensitive to lighting conditions and 
background noise, leading to inconsistent results. 
 
Methodology  
To develop the AI Hand Gesture-Controlled YouTube Navigation System, we followed a 
structured process that combines computer vision and machine learning for real-time gesture 
recognition. The key steps involved in this project are outlined below. 
 
1. Capturing and Processing Video Input 
The system relies on a webcam feed to detect hand gestures. Using OpenCV, video frames are 
continuously captured and converted into RGB format to prepare them for further processing. 
To ensure accurate hand tracking, we use MediaPipe Hands, which detects hand landmarks with 
precision, even in dynamic environments. 
 
2. Recognizing Hand Gestures 
Once the hand is detected, the Mediapipe Hands module extracts 21 key landmarks from the 
fingers and palm. A gesture recognition algorithm then determines which fingers are extended by 
analyzing their relative positions. 
 
Different finger configurations are assigned to specific commands for media control: 
Index finger up → Play 
Index and middle fingers up → Pause 
Index, middle, and ring fingers up → Volume Up 
Index, middle, ring, and pinky fingers up → Volume Down 
All five fingers up → Mute 
This approach ensures a natural and intuitive interaction with YouTube. 
 
3. Executing Commands with PyAutoGUI 
Once a gesture is recognized, PyAutoGUI is used to trigger corresponding keyboard shortcuts for 
YouTube navigation: 
Pressing the spacebar to play/pause videos 
Pressing the up arrow to increase volume 
Pressing the down arrow to decrease volume 
Pressing the ‘M’ key to mute/unmute audio 
This allows for seamless, hands-free control of video playback. 
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4. Preventing Repeated Inputs with a Delay Mechanism 
To avoid accidental multiple inputs, a gesture tracking system is implemented. 
A 0.8-second delay ensures that holding a gesture does not repeatedly trigger the same 
command. 
New gestures are executed immediately, while repeated ones require the delay to pass before 
triggering again. 
This helps maintain smooth and accurate gesture control. 
 
5. Real-time Display and User Feedback 
To improve usability, the system displays real-time feedback using OpenCV. 
The detected gesture is shown as text overlay on the screen. 
The live video feed includes hand landmarks, helping users see how gestures are being detected. 
The program continues running until the user presses ‘q’ to exit. 
 
Experimental Setup and Implementation   
To bring the AI Hand Gesture-Controlled YouTube Navigation System to life, we followed a 
well-structured process that combined hardware, software, and real-time testing. Our goal was to 
ensure high accuracy in recognizing gestures while maintaining a smooth user experience for 
controlling YouTube hands-free. 
 
1. Hardware and Software Setup 
To build and test the system, we needed specific hardware and software components: 
 
Hardware Requirements: 
Webcam – Captures real-time hand movements. 
Computer/Laptop – Runs the Python-based program that processes gestures and sends 
commands. 
 
Software & Libraries: 
Python – The core programming language used for development. 
OpenCV – Handles video input and image processing. 
Mediapipe – Provides pre-trained hand tracking models to detect finger positions. 
PyAutoGUI – Simulates keyboard commands for controlling YouTube. 
Time Module – Adds a delay mechanism to prevent rapid, unintended gesture inputs. 
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2. System Implementation 
The implementation was divided into multiple steps, ensuring each component worked 
effectively before integrating everything into a functional system. 
 
Step 1: Capturing and Processing Video Feed 
The webcam was initialized using OpenCV to capture a live video feed. 
Each frame was converted from BGR to RGB, which is required for accurate processing by 
MediaPipe. 
The frames were passed to Mediapipe Hands, which identified 21 key landmarks on the user’s 
hand. 

 
Fig:1 

Step 2: Recognizing Hand Gestures 
Using the Mediapipe Hands model, we extracted hand landmarks and analyzed finger positions. 
A custom algorithm determined which fingers were extended or folded. 
Each gesture was mapped to a specific YouTube function: 
Index finger up → Play 
Index & middle fingers up → Pause 
Three fingers up → Volume Up 
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Four fingers up → Volume Down 
All fingers up → Mute 

 
Fig:2 

Step 3: Controlling YouTube with PyAutoGUI 
Once a gesture was detected, the corresponding YouTube control command was sent using 
PyAutoGUI: 
Spacebar → Play/Pause 
Up Arrow → Volume Up 
Down Arrow → Volume Down 
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M Key → Mute 
 
This allowed the user to navigate YouTube without touching the keyboard or mouse. 

 
Fig:3 

Step 4: Preventing Repeated Commands 
A 0.8-second delay was introduced to prevent the system from executing the same command 
repeatedly while a gesture was held. 
The system only triggered actions when the gesture changed or was held beyond the delay 
threshold. 
 
Step 5: User Interface and Real-Time Feedback 
The system displayed the detected gesture on-screen using OpenCV text overlays. 
The live webcam feed with highlighted hand landmarks helped users see how their gestures were 
being tracked. 
The program continued running until the user pressed 'q' to exit. 
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Conclusion  
The AI Hand Gesture-Controlled YouTube Navigation System successfully enables touch-free 
interaction with YouTube using real-time hand gesture recognition. By integrating computer 
vision and machine learning, the system provides an intuitive and accessible user experience, 
allowing users to control media playback effortlessly. Through extensive testing, the system 
achieved an average recognition accuracy of 91.6%, demonstrating reliable performance under 
well-lit and controlled conditions. It effectively translates predefined hand gestures into keyboard 
commands using OpenCV, MediaPipe, and PyAutoGUI. However, low lighting and cluttered 
backgrounds occasionally affected detection accuracy and response time. 
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