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Abstract
Sign language is essential for individuals with hearing and speech disabilities, providing a visual

method of expression. However, existing systems primarily support languages like American and
Indian Sign Language, lacking resources for regional languages such as Telugu. This study
proposes a real-time hand gesture recognition model to bridge this gap, converting Telugu
gestures into text using the YOLOvIIx model with optimization techniques like TensorRT,
pruning, and quantization. The system is trained on a custom dataset of Telugu gestures,
achieving high accuracy and computational efficiency, enabling real-time translation. The system
holds potential applications in accessible communication tools, especially in regions where

Telugu is widely spoken.

Keywords:
Telugu Sign Language (TSL), Indian Sign Language (ISL), Hand Gesture Recognition (HGR),

YOLOvl1l1x

1. Introduction

As per WHO (World Health Organization), approximately 63 million people are suffering from
hearing Impairment in India. In survey, got to know that no one are speechless in deaf schools
because as they are living in the environment, they are unable to hear. So, they are not willing to

speak and prefer only sign language for communication. To survive in this world, they should be
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educated, communicative with people, understand Sign Language, and they must employ as well.
In April 2016, Prime Minister Narendra Modi said [1] to achieving empowerment, The
government is “fully committed” to develop Indian sign language to include the Disabled

Persons. A Centre would soon be established with inclusion of disabled people.

Effective communication relies heavily on the ability to exchange ideas verbally and
non-verbally. For individuals with hearing and speech disabilities, sign language serves as a
primary medium. While languages like American Sign Language (ASL) and Indian Sign
Language (ISL) have gained technological support through gesture recognition systems, there is
a significant gap in systems that support regional languages like Telugu. This study introduces a
scalable hand gesture recognition model to translate Telugu gestures into text, providing an
independent communication method for Telugu-speaking individuals. Communication is a
fundamental aspect of human interaction, and for individuals with hearing or speech
impairments, sign language serves as a primary mode of expression. Telugu Sign Language
(TSL), used by the Telugu-speaking community, provides a structured way to communicate
through hand gestures and body movements. However, the lack of widespread understanding of
TSL among the general population creates barriers in accessibility and inclusivity for the deaf

and hard-of-hearing community.

Research Objectives and Methodology

The primary goal of this project is to develop a real-time, scalable hand gesture recognition
system that specifically translates gestures associated with Telugu sign language into text. The
objectives include:
e Building a model that can efficiently recognize and translate gestures corresponding to
the Telugu alphabet.
e Applying advanced optimization techniques to enhance computational efficiency and

make the system viable for real-time applications.
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e Ensuring the model operates with high accuracy and reliability, particularly focusing on
the uniqueness of the Telugu alphabet, which poses distinct visual challenges compared

to more commonly studied languages.

2. Literature Survey
Numerous approaches have been explored in hand gesture recognition for sign language:
Shivashankara and Srinath[2] utilized HSV colour detection and centroid tracking for ASL
recognition, focusing on static gestures with high accuracy. Raut, M.M.D. and et. al [3]
developed a method for deaf people using Otsu’s Algorithm to identify the signs. Each hand
gesture image captured from webcam and convert it into gray scale image, and its segmentation
is performed using Otsu thresholding algorithm and produce the output text for corresponding
sign image. Convolutional Neural Networks (CNNs) are commonly applied in gesture
recognition due to their effectiveness in image classification tasks. However, CNNs often face
limitations in real-time application due to computational demands [4]. Early techniques primarily
relied on feature engineering and conventional classifiers such as Hidden Markov Models
(HMMs) and Support Vector Machines (SVMs) to classify hand gestures [[5], [6]]. However,
these methods faced challenges in dealing with variations in signing styles, occlusions, and
real-time execution.
YOLO models have shown high performance in real-time object detection. However, YOLO
models require significant computational power, which poses limitations for accessible
applications [7].

These studies underscore the importance of balancing model accuracy, speed, and hardware
compatibility. The proposed system aims to adapt these approaches for regional languages like
Telugu, using YOLOvV11x[8] with optimization techniques to achieve real-time performance on

low-power devices.
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3. Methodology
The proposed Telugu Sign Language recognition system integrates deep learning techniques with

real-time hand landmark extraction to achieve accurate and efficient classification. The methodology
consists of four primary stages: data collection, preprocessing, feature extraction, and classification using

YoloV11X.

Open Webcam
video stream

Capture frame

Transfer learning on
YOLOV11 model H Save model H Load model

Pataset image weight: Model detects and

classifies on frame

Translate label to
Telugu Alphabet

'.

YOLOV11 config
hyper parameters

Fig: Architectural view of the Developed Proposed System
The system architecture begins with capturing hand gestures in real-time using a camera connected to the

system. Each captured frame undergoes preprocessing, including resizing, normalization, and
augmentation, to prepare it for analysis by the YOLOv11x model. After the preprocessing phase, the
frame is passed through the YOLOv11x model, which detects and classifies gestures in real-time.

The detected gestures are then mapped to the corresponding text in Telugu, providing a translation that
can be displayed on-screen or transmitted to other interfaces. This data flow ensures that gestures are

detected, processed, and translated in a continuous loop, achieving the objective of real-time translation.

4. Experimental Setup and Implementation

Tools and Technologies Used
e Python: The primary programming language for model development and integration.
e Ultralytics YOLO: Utilized for YOLOv11x model deployment and training.
e OpenCV: Facilitates real-time video capture and image preprocessing, essential for

feeding data into the model.
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e TensorFlow and PyTorch: Both frameworks were used to train and fine-tune the model,
supporting flexibility in selecting the best-performing framework.
e Pandas and NumPy: Employed for data handling and manipulation, ensuring smooth

dataset processing and integration.

Data Collection: Initial data collection involved capturing hand gestures unique to Telugu
sign language. Augmentation techniques such as rotation, scaling, and mosaic transformations

were applied to expand the dataset, enhancing model robustness.

Customized Dataset for Telugu Alphabets: A dataset comprising 52 Telugu letters was
created using video recordings of sign language gestures. The dataset was curated to include

variations in lighting, back- ground, and hand orientation to enhance model robustness.

Table I: Customized Telugu Dataset

[
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Model Training and Transfer Learning: The YOLOv11x model was pre-trained on general datasets,
then fine-tuned on the Telugu gesture dataset. Hyperparameters, such as batch size and learning
rate, were optimized through grid search, and transfer learning accelerated the adaptation

process.

Training the YOLOv11x model: The YOLOv11x model learns from the dataset to identify and
classify Telugu alphabet signs with high accuracy.

Transfer Learning on YOLOvI11x Model: Transfer learning: It uses a pre-trained YOLOvI1x
model. It begins with pre-trained weights, and the model fine-tunes its parameters on the sign
image dataset. This reduces the training time significantly and improves the accuracy by using

pre-learned features like edge and shape detection.

Evaluation and Testing: The model was evaluated on test data using metrics such as precision,
recall, and mean Average Precision (mAP) to assess accuracy. Testing on different devices
ensures compatibility and performance consistency.

Precision: High precision indicates accurate classification of gestures, minimizing translation errors.

True Positives (TP)

Precision —
recision True Positives (TP) + False Positives (FP) 1

Recall: Measures the model's ability to detect all relevant gestures, ensuring completeness.

True Positives (TP),,
True Positives (TP)., + False Negatives (FN)(Z 2

Recall(C;) =

mAP@50: In object detection or gesture recognition, mAP@50 is defined as mean Average
Precision at IoU threshold0.5. This metric is commonly used in the evaluation of a

model performance, especially if the task is detecting objects or gestures in images.
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C
1
mAPQ@50 = E fEl AP, 3

In general, AP is estimated with a precision-recall curve and typically average precision is the

area under the curve or an average of precision at several levels of recall.

5. Result Analysis
These results demonstrate the model’s effectiveness in accurately recognizing Telugu gestures, with high
precision and recall.

Table I1. Performance Metrics

Model Precision Recall mAP@50-Score
Figl. Performance

Analysis YOLOVI1ix 95.97% 94.52% 97.8%

metrics/maAaP50(B)

metrics/precision(B) metrics/recall(B)
o eeh 1.0
-~ !‘{."-—J «
4 o.s - :
n— o.8 ;
0.7 o e 0.6 -
0.6 e
- & o.a q 4
o.5 o ;
o.a - o.2 0.2
o 10 20 30 o 10 20 30

o 10 20 30

Precision Recall mAP50

These results confirm that YOLOv11x provides an efficient and accurate solution for recognizing both
static and dynamic gestures in Telugu Sign Language because The precision and recall metrics exhibit a
steady upward trend, with precision nearing 96% and recall approaching 95% by the end of training,
signifying the model's ability to accurately detect and classify gestures with minimal false positives and
negatives and The mAP@50 metric achieves near-perfect performance, reaching approximately 97%,
reflecting the model's robustness in detecting gestures across varying conditions and complexities. The
system's ability to generalize across diverse scenarios, including different lighting, backgrounds, and user
hand positions, underscores its suitability for real-world applications. In summary, the YOLOv11x model

offers a scalable, high-performance framework for hand gesture recognition, with potential applications in
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real-time translation tools and assistive technologies for the Telugu-speaking hearing-impaired

community.

Conclusion
This research study offers a significant advancement in facilitating communication for the deaf and mute

communities in Telugu-speaking regions through real-time hand gesture recognition. By employing a
CNN optimized with YOLOv11x, the system efficiently translates Telugu sign language into text. This
innovation addresses traditional interpretation limitations, promoting greater inclusivity and accessibility.
Future enhancements will aim to expand the dataset and incorporate additional regional sign languages,

further contributing to inclusive communication.
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