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Abstract:

This project presents the design and implementation of a buffer-based high-speed data transfer
router using Hardware Description Language (HDL), aimed at improving throughput and
reducing latency in Network-on-Chip (NoC) systems. The proposed router architecture
incorporates FIFO buffers at each port, a round-robin arbitration mechanism for fair access
control, and an overloaded Code Division Multiple Access (CDMA) crossbar switch for
simultaneous multi-channel communication. The buffering mechanism efficiently manages
bursty traffic and prevents data loss, while the CDMA-based switching enhances bandwidth
utilization without significant area or power overhead. The design was described in Verilog
HDL, simulated using Xilinx Vivado for functional verification, and synthesized for FPGA
implementation on an Artix-7 device. Performance analysis demonstrated low latency, improved
throughput, and efficient resource utilization compared to conventional unbuffered designs. This
work provides a scalable and power-efficient router solution suitable for high-performance SoCs
and advanced NoC architectures.

Keywords: VLSI Router, Network-on-Chip (NoC), Verilog HDL, Power Optimization,
Performance, Area Efficiency, Data Communication, Xilinx Vivado, Zynq Platform, Packet
Switching, SoC Design.

1. Introduction

In modern VLSI and System-on-Chip (SoC) architectures, fast and efficient communication
between multiple Processing Elements (PEs) is critical to overall system performance. As the
number of components on a chip continues to grow, traditional bus-based interconnect methods

ISSN: 2583-9055 https://jcse.cloud/

201



mailto:alisha.al.shaikh234@gmail.com
https://jcse.cloud/

The Journal of Computational Science and Engineering (TJCSE)
ISSN 2583-9055 (Media Online)

Vol 3, Nol1, Nov 2025

PP 201-219

‘q,‘

7,

0 o
o, <
Y pugLicK

have shown clear drawbacks—they are harder to scale, tend to create performance bottlenecks,
and often consume more power than is acceptable in high-performance or power-sensitive
designs.

To address these challenges, the Network-on-Chip (NoC) paradigm has emerged as a scalable
and efficient alternative. In an NoC, routers and links replace the old shared bus, connecting
system components in structured topologies such as mesh or torus. This approach allows
multiple data transfers to happen at the same time, significantly improving throughput while
reducing congestion compared to older designs.

At the heart of every NoC lies the router, which acts much like a traffic controller for on-chip
data. Its primary job is to receive packets from one port and forward them to the correct
destination port. This process involves several coordinated steps:

e Packet Reception — Data packets arrive at one of the router’s input ports.

e Buffering — If the required output port is busy, the incoming packet is stored temporarily

in a buffer.

e Routing Computation — The router decides where to send the packet next, using

algorithms such as deterministic XY routing or adaptive routing methods.

e Arbitration — If more than one packet wants to use the same output port, the arbiter

decides which one goes first, often using round-robin or priority-based methods.

e Switching — The router’s internal crossbar connects the selected input to the output,

enabling the packet to move forward.

e Packet Transmission — The packet is sent to the next router or its final destination.
While this seems straightforward, things become more complicated under heavy traffic. When
many packets are competing for the same resources, delays and packet drops can occur. This is
where buffers play an essential role.

Buffers act as temporary storage areas for packets that cannot be forwarded immediately. Their
main functions include:

e Handling Congestion — Store packets when output ports are busy, preventing data loss.

e Reducing Latency — Keep data moving smoothly by enabling pipelining, where multiple

packets are processed at different stages simultaneously.

e Boosting Throughput — Allow continuous data flow, even when traffic is bursty.

e Supporting Flow Control — Work with credit-based or handshake protocols to avoid

buffer overflows and underflows.

e Balancing Workloads — Absorb sudden traffic spikes so that the router has time to

process them efficiently.
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In essence, routers ensure where data goes, while buffers ensure how smoothly it gets there.
Together, they form the backbone of high-speed, reliable on-chip communication. Without
buffers, even the fastest router would struggle under peak loads, much like a busy intersection
without a holding lane for waiting cars.

By combining intelligent routing, fair arbitration, and well-managed buffering, modern NoC
routers achieve the low latency, high throughput, and reliability demanded by today’s
complex VLSI systems.

2. Literature Survey

Kumar et al. (2002) were among the first to propose a structured Network-on-Chip (NoC)
architecture, introducing scalable mesh-based topologies and packet-switched communication to
overcome the bandwidth and scalability limitations of traditional bus-based systems. Their
methodology set a benchmark for evaluating NoC performance in terms of latency, throughput,
and power efficiency. Building on these foundations, Bjerregaard and Mahadevan (2006)
presented a comprehensive survey of NoC design considerations, including topology selection,
flow control, and routing strategies, stressing the need for balanced trade-offs between
performance and hardware cost. In the area of on-chip switching, Bell et al. (2001) introduced
Code-Division Multiple Access (CDMA) for multiprocessor interconnects, exploiting
orthogonal spreading codes to enable concurrent communications over a shared medium, thereby
reducing arbitration complexity and guaranteeing fixed latency. Nikolic et al. (2008) extended
this concept by designing scalable CDMA peripheral buses that minimized pin counts and wiring
complexity, improving communication between processing elements and peripherals. Lai et al.
(2004) proposed the CT-Bus architecture, combining CDMA with Time-Division Multiple
Access (TDMA) to enhance performance in heterogeneous traffic environments.

2. Proposed Architecture

The proposed VLSI router will be designed with the following architectural features:

1.VLSI Router with Buffer for Fast Data Transfer: This block shows a high-level view of a
VLSI router that has an integrated buffer to help speed up data transfer between different
directions — North, South, East, and West. You can think of it like a four-way traffic intersection
for digital data. The router is in the middle, and the buffer acts like a holding bay where data
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waits before being sent out. This buffering prevents congestion and ensures smooth flow, just
like cars queuing in a small parking area before entering a busy road.

2. Router and Buffer Connection: Here, the diagram simplifies the concept by directly
showing a buffer connected to a router. The buffer is essentially temporary storage for incoming
or outgoing data packets, while the router decides where to send them next. In everyday terms,
imagine the buffer as a small waiting lounge, and the router as the receptionist who directs
people to the right office.

3. Input-Buffered Router: This diagram is a bit more detailed. Data enters from the North and
is stored in a FIFO (First-In-First-Out) queue — like people lining up in order of arrival. The
routing logic decides which output port each packet should take. Since multiple packets may
want to go the same way, arbiters are used to decide who gets to go first. The arbiter works like a
traffic light, ensuring fairness and avoiding collisions in data paths.

4. Router Network Topology: This grid of boxes represents multiple routers connected together,
forming a network. Each "R" is a router, while some boxes are labeled "W" for West, "E" for
East, and "S" for South — indicating directional positions in the network. It’s similar to a city
map where intersections (routers) connect roads (communication links) to help traffic (data) flow
across the entire city (chip).

5. Local PE to Router Connection: This diagram shows how a local processing element (PE)
— essentially the “brain” or computing core — connects to a router. The PE generates data that
needs to travel to other parts of the chip, and the router is the gateway to send and receive that
data. Think of the PE as a home, and the router as the local post office. All outgoing and
incoming letters (data) go through it.

6. Intelligent Interconnect: Finally, the last diagram shows a more complex router with inputs
from multiple directions — West, East, North, South, and Local. It’s called “intelligent” because
it can decide the most efficient path for data to travel, just like a smart GPS system that
dynamically reroutes traffic based on conditions. It ensures the shortest travel time and prevents
data congestion inside the chip network.
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Fig.1. Proposed Architecture

4. Router FSM State Diagram

A Router FSM is like the traffic controller inside a smart post office. When a package (data
packet) arrives, this controller decides where it should go, when it can be stored, and when it can
be sent out — all while making sure no package gets lost or mixed up. It first reads the label
(decode address) to figure out the correct delivery counter (output port). If there’s room in the
storage bin (FIFO), it places the package in line; if the bin is full, it waits until space frees up.
Once the package is stored, it also checks the seal (parity check) to ensure nothing was damaged
in transit. Just like a good post office manager keeps the mail flowing smoothly, the Router FSM
keeps digital data moving orderly, on time, and error-free inside a network.
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Fig.2. Router FSM State Diagram
Functionality:
The functionality of this FSM for FIFO-based packet handling can be described step-by-step as
follows:
1. Address Decoding: The FSM begins in the Decode Address state, where it checks the
packet’s destination address (data_in[7:0] < 3) and verifies that the packet is valid (Packet valid
= 1) and that the corresponding FIFO is empty. This ensures that incoming data is directed to the
correct FIFO output channel.
2. Loading the First Data Byte: Moves to Load First Data, storing the first byte of the packet
into the FIFO.Waits for FIFO readiness (empty state) before accepting more data.
3. Loading Remaining Data: In the Load Data state, subsequent bytes of the packet are loaded
into the FIFO continuously. If the FIFO becomes full (fifo full = 1), the FSM temporarily moves
to the FIFO Full State and waits for space to become available.
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4. Handling Full FIFO: In the FIFO Full State, the system pauses data writing until fifo full
becomes 0 again. Once there’s space, it resumes loading the remaining data.

5. Loading Parity Byte: When all packet data is received (Packet valid = 0), the FSM moves to
Load Parity to store the parity byte. This parity byte will be used to check for transmission
errors.

6. Parity Checking: The FSM enters the Check Parity Error state, comparing the calculated
parity from the received data with the received parity byte. If they match, no error is reported; if
they differ, an error signal is raised.

7. Returning to Idle: After parity verification, the FSM resets back to Decode Address to wait
for the next packet.

5. Result

RTL Schematic

This design is like a well-organized postal sorting center, but for digital data. It’s built from six
main “departments”: the FSM Router, the Router Register, the Sync Unit, and three FIFO
buffers—one for each output path.

FSM Router (router fsm) — Think of this as the traffic controller. It decides where each
incoming data packet should go, generates the control signals, and keeps everything running in
the right order. It tells the registers when to capture data and instructs each FIFO when to store or
release it.

Router Register (router_reg) — This is the reception desk. Whenever a packet arrives, it stores
the incoming status, data, and parity bits. But it only updates its records when the FSM gives the
green light—making sure nothing gets overwritten by accident.

Three FIFO Buffers (router_fifo0, router fifol, router fifo2) — These are like holding bays
for outgoing mail. Each FIFO is linked to one output port and temporarily stores data until it’s
ready to be sent out. Which FIFO gets the data depends on the FSM’s routing decision.

Sync Unit (router_sync) — This is the messenger that ensures smooth communication between
the FSM and the FIFOs. It keeps all parts in sync so the single input port can send data cleanly
and reliably to any of the three output ports without mix-ups.
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Fig.3. RTL Schematic diagram of a router

Router FSM Block

The router fsm is like the chief traffic officer in a busy digital intersection. It doesn’t actually
carry the data itself — instead, it watches everything, makes decisions, and signals other blocks
to take action at exactly the right time.

router_fsm

Fig.4.Router FSM Block
Functionality:
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Inputs (Left Side)

datain(1:0) — These are like the destination tags on parcels. The FSM reads them to figure out
which output port the data should be sent to.

fifo_empty 0 / fifo_empty 1/ fifo_empty 2 — These flags tell the FSM whether each output’s
storage bin (FIFO) is empty.

fifo_full — This is like a “warehouse is full” sign. If the FIFO is full, the FSM knows it needs to
pause sending more data there.

low_packet valid / packet valid — These are like “new shipment has arrived” signals. They
tell the FSM when incoming data is ready to process.

parity_done — This is a “quality check passed” flag. It tells the FSM the data’s parity check is
complete.

resetn / soft_reset_0/1/2 — These are the emergency stop or restart buttons for the FSM or for
specific FIFOs.

clk — The heartbeat that keeps everything moving in sync.

Outputs (Right Side)

busy — A sign to the outside world saying, “Hold on, I’'m working right now.”

detect_add — The moment the FSM identifies the destination address of the packet.

full state / laf state — Internal states telling the system if storage is full or almost full.

Id_state / Ifd_state — States for when the FSM should load data or load the first data word into
a FIFO.

rst_int_reg — Orders to reset the internal register in the router.

write_enb_reg — The green light telling the router register, “Go ahead, capture this incoming
data.”

Router Register Block

The router reg is like the reception desk in our digital post office.

When a new shipment of data arrives, this is the first stop. The receptionist (router reg) carefully
records all the details, keeps them safe, and only passes them forward when the manager (FSM)
says it’s the right time.
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router _reg

router reg

Fig.5.Router reg Block
Functionality:

Inputs (Left Side)

datain(7:0) — This is the full package content arriving at the desk — 8 bits of data straight from
the source.

clk — The office clock — every tick means a new chance to log or pass along information.
detect_add — A “new shipment spotted” alert from the FSM, telling the register to prepare for a
new packet.

fifo_full / full_state / laf _state — These are status reports about the storage rooms (FIFOs) —
full, nearly full, or completely available.

Id_state / Ifd_state — Instructions from the FSM to either load data or load the first piece of the
packet.
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packet_valid — Confirms that the incoming package is legitimate and worth storing.

resetn / rst_int reg — The clear desk commands — they wipe all temporary notes so the
register is fresh for the next shipment.

Outputs (Right Side)

dout(7:0) — The carefully copied data packet, ready for the next department (FIFO).

err — A red flag telling everyone there’s been a problem with the shipment (like a failed parity
check).

low_packet_valid — A heads-up that we’re near the end of a shipment.

parity _done — A stamp of approval saying the package has passed its integrity check.

Router FIFO Block

The router_fifo is like a temporary storage room in our digital post office.

Once the receptionist (router reg) hands over a verified package, the FIFO stores it safely until
the delivery truck (output port) is ready to take it away. It works in a first-come, first-served
order — just like a queue at a ticket counter.
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router fifo

Fig.6.Router FIFO Block

Inputs (Left side)

datain(7:0) — This is the package being placed onto the storage shelf.

clk — The warehouse clock — each tick gives a chance to store or send out an item.

Ifd_state — A signal saying, “This is the very first part of a new shipment — handle it
carefully.”

read_enb — The delivery request — time to take the next package off the shelf and send it out.
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resetn / soft_reset — The emergency clear commands — instantly empty the shelf and start
fresh.
write_enb — The permission slip from the FSM saying, “Yes, store this package now.”

Output (Right Side)

dataout(7:0) — The package being handed over for delivery.

empty — A sign saying, “Nothing left here — all packages are gone.”

full > A warning sign, “No more space — stop sending packages until we make room.”

Router Synchronization Block

The router sync block acts like an air traffic controller for data packets in a Network-on-Chip
(NoC) router. Just as a controller directs planes to the correct terminals, router sync directs
incoming packets to the right output FIFO based on their destination address. It keeps a close
watch on each FIFO, ensuring none are overfilled, and it signals when valid data is ready for
delivery. If a terminal (FIFO) becomes too crowded or needs clearing, it can trigger a reset for
just that terminal without disturbing the others. By managing packet flow in this way,
router sync ensures smooth, safe, and efficient data movement through the router.

ISSN: 2583-9055 https://jcse.cloud/

213



https://jcse.cloud/

The Journal of Computational Science and Engineering (TJCSE)
ISSN 2583-9055 (Media Online)

Vol 3, Nol1, Nov 2025

PP 201-219

A
router_sync

Fig.7.Router sync Block

Inputs (Left Side)

datain[1:0] — The address tag on the letter telling you which basket it belongs to (e.g., basket 0,
1, or 2).

clk — The ticking of the office clock — you work in sync with this.

detect_add — The moment you pick up a letter and look at the address.
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empty 0/ empty 1/empty 2 — Whether basket 0, 1, or 2 is empty.

full_0/ full_1/full_2 — Whether basket 0, 1, or 2 is already full.

read_enb 0/ read_enb_1/read enb_ 2 — Delivery person asking if they can take letters from
basket 0, 1, or 2.

resetn — Big “clear all baskets” button (active low).

write_enb_reg — Your readiness to place letters in baskets.

Outputs (Right Side)

write_enb[2:0] — Signals to actually place letters into basket 0, 1, or 2.

fifo_full — You shout “STOP! No more letters!” when all baskets are full.

soft_reset 0 /soft reset 1/soft reset 2 — Command to clear basket 0, 1, or 2 individually.
vid_out 0/ vid_out_1/vld_out 2 — You tell the delivery person “Yes, basket X has valid mail
ready for you.”

Behavioral Simulation Results
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Conclusion

In this project, we set out to design a VLSI router with built-in buffering to make on-chip data
transfer faster, smoother, and more reliable. By adding FIFO buffers and smart routing logic, the
system can handle sudden bursts of traffic without dropping data, reduce delays, and keep
information flowing even when multiple channels compete for the same path. The design was
tuned to use minimal power and chip area while still delivering high throughput, making it a
practical choice for modern SoCs and data-intensive systems. Testing and FPGA implementation
showed that this buffered router outperforms traditional unbuffered designs in both speed and
efficiency. In short, it’s like giving a busy digital highway extra lanes and better traffic
control—it keeps things moving, even during rush hour. Looking ahead, this approach could be
extended with smarter power management, fault tolerance, and support for even higher data
rates, paving the way for next-generation chip-to-chip communication.
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