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Abstract

The present work presents the design and implementation of a low-power multiply-
Accumulate (MAC) unit optimized through the integration of custom designed full adders
and pipelined architectural techniques. Multiply Accumulate operations are central to
numerous high-performance digital systems, including digital signal processors, neural
network accelerators, and embedded computing devices. However, the high switching
activity in arithmetic blocks particularly full adders makes them one of the primary
contributors to overall power consumption and delay.To address this challenge, four different
full adder architectures were selected from recent literature and simulated using Cadence
Virtuoso at the 45nm technology node. Their performance was evaluated in terms of power,
delay, and output characteristics. The best- performing full adder based on a 10-transistor full
swing design was chosen for integration into three MAC architectures: a conventional
(non-pipelined) MAC, a time- multiplexed pipelined MAC, and a coarse-grained pipelined
MAC. All three MAC architectures were modelled in Verilog HDL and verified through
simulation. The complete VLSI design flow, including synthesis, floor planning, placement,
routing, and power analysis, was carried out using the Open Lane tool chain with a 130nm
process technology. The default synthesis-generated adders were replaced with the custom
low-power adder to measure the true impact of the optimized design. Power, area, and delay
metrics were extracted for each MAC architecture and compared. Results revealed that
pipelined MAC designs, especially those using time- multiplexed and coarse-grained
techniques, exhibited significantly lower power consumption compared to the basic MAC.
The incorporation of the custom full adder further amplified the power efficiency across all
designs. This work demonstrates the effectiveness of combining low-power circuit techniques
with architectural-level optimizations to build energy-efficient arithmetic units suitable for
next-generation digital systems. The findings pave the way for future exploration into more
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scalable, high-performance MAC units using advanced technology nodes and additional low-
power strategies.

Keywords:

Low-Power Multiplier, Partial Product Reduction, Harvard Architecture, Area-Efficient
Design, Compressor-Based Multiplier

1. Introduction
The rapid advancement in digital technology has led to a significant increase in the demand
for high-speed, low-power computing systems. Systems used in digital signal processing
(DSP), artificial intelligence (Al), and embedded applications rely heavily on arithmetic
operations such as multiplication and accumulation. The Multiply-Accumulate (MAC) unit, a
crucial arithmetic component, plays a central role in performing these operations efficiently.
However, with growing constraints on power and area, especially in battery-operated and
portable devices, there is an increasing need to optimize these components for better
performance and lower energy consumption. The present work addresses these challenges by
focusing on two key optimization strategies: the design of low-power full adders and the
implementation of pipelined MAC architectures. By exploring various full adder topologies
and integrating them into MAC units, the goal is to reduce power consumption while
maintaining or improving computational performance. The work combines circuit-level
design and RTL-level implementation using Verilog, followed by complete VLSI design flow
and analysis of the results.
Research Objectives and Methodology
Traditional MAC units, while functionally efficient, tend to consume a large amount of
dynamic power due to high switching activity in arithmetic circuits. Moreover, the use of
default synthesis-generated full adders often results in designs that are not optimized for
power, area, or delay. Therefore, there is a compelling need to develop efficient arithmetic
blocks and integrate them into MAC architectures. Specifically, this project addresses the
following key challenges:
The first challenge is to design low-power full adders that minimize power consumption at
the transistor level. Such adders should retain performance while consuming less power, even
under scaled voltage conditions.
The second challenge is to effectively incorporate these optimized adders into the structure of
a MAC unit. This requires a careful balance between logic design and architectural
implementation.
The third challenge is to explore and implement pipelining techniques—specifically
time-multiplexed and coarse-grained pipelining—to further improve the performance of
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MAC units. These techniques help in managing switching activity and reducing overall
energy per computation.

2. Literature Survey

D. Srinivas, [1] introduced a hybrid 10-transistor (10T) full adder architecture that utilizes
Gate Diffusion Input (GDI) logic to significantly reduce power and area. Their design
incorporates level restoration techniques to combat voltage degradation, their adder
demonstrates an impressive 65% reduction in transistor count and an 80% improvement in
Power-Delay Product (PDP), making it particularly suitable for ultra-low-voltage
applications.Q. Lin [2], in his work on low-power full adder development, explores a
comparative analysis of 10T, 8T, and 6T adder architectures. Lin emphasizes the design
trade-offs between power and delay, and highlights P. A. Shraavya et al. [3] contribute a
detailed study of full adder circuits based on Pass Transistor Logic (PTL). Their work focuses
on reducing switching activity and improving operational speed. They compare the
performance across 65nm, 180nm, and 250nm technologies, concluding that PTL-based
designs can provide a substantial reduction in both power and delay metrics, especially when
used in scaled technology nodes.Additionally, Pankaj Kumar and Poonam Yadav [4] propose
a GDI-based full adder design that further simplifies the logic implementation while
preserving output quality. Similarly, M. Shoba and R. Nakkeeran [5] explore energy-efficient
GDI-based adders, analysing their behaviour under varying supply voltages and workloads.
Both studies validate the suitability of GDI logic for energy-efficient arithmetic applications.
A critical aspect of digital circuit design is the transition from Register Transfer Level (RTL)
code to a final layout ready for fabrication, known as the GDSII format. At the RTL stage,
Verilog HDL, as guided by Samir Palnitkar, is used to model the functional behaviour of the
design. Synthesis tools such as Vivado and Yosys convert the RTL into gate-level netlists
optimized for power, performance, and area (PPA)[6-7]. These netlists are then processed by
physical design tools like OpenLane to generate a complete layout. Each step in the
RTL-to-GDSII flow ensures that the initial design intent is preserved while adhering to
real-world constraints such as timing, area, and manufacturability. The methodology followed
in this project adheres strictly to this flow, thereby enabling a robust evaluation of the
proposed low-power MAC architecture across both logical and physical domains.

3. Methodology

The literature surveyed clearly indicates a strong emphasis on optimizing full adder circuits
for low power, especially using Gate Diffusion Input (GDI) and hybrid logic styles. However,
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most studies have focused solely on the full adder itself without extending the analysis to its
integration within a pipelined MAC architecture. Moreover, critical system- level issues such
as accumulator overflow handling are often overlooked.The MAC unit is further enhanced
through the implementation of coarse-grained and time-multiplexed pipelining techniques,
which help in reducing switching activity and improving throughput. Additionally, the design
includes dedicated logic to manage accumulator overflow effectively, using strategies such as
bit-width extension, saturation logic, and periodic resets. By combining innovative adder
design with robust architectural-level techniques, the proposed system offers a holistic
solution aimed at minimizing power consumption while ensuring accurate and high-speed
arithmetic processing.

4. Experimental Setup and Implementation

To achieve reduced power and area, four different full adder circuits were designed:
10-transistor (10T), 10T full swing, 11T, and 12T adders. Each of these was implemented
using transistor-level schematic design in Cadence Virtuoso. The circuit topologies were
based on research literature, and logic functionality was ensured using transient analysis. The
schematics were carefully drawn by ensuring proper transistor connectivity for the sum and
carry outputs. For all the designs, minimum length transistors with L=100 nm were used. The
transistor width W was initially chosen as 120 nm, and upsizing was done in selective places
to improve the drive strength and reduce delay. The layout feasibility and parasitic
considerations were considered while deciding these values, as mismatches or improper
sizing could lead to functional errors or increased power consumption. The basic MAC unit
performs the multiplication of two operands and adds the result to the previously
accumulated value in one clock cycle. It consists of a multiplier and an adder with a register
to hold the accumulated result. While this design is functionally correct, it does not take
advantage of the parallelism or pipelining and hence consumes more power in continuous
operations.To improve performance and reduce power, two pipelined architectures were
designed. The time-multiplexed pipelined MAC reuses hardware by multiplexing operations
across multiple clock cycles. Control signals were used to manage the sequencing of
operations across different cyclesas shown in Figl. However, due to sequential execution, the
latency of computation increases.In contrast, the coarse-grained pipelined MAC implements
clear pipeline registers between the stages, such as after the multiplier and before the adder.
This allows multiple operations to be processed in parallel across different pipeline stages,
improving the throughput of the system. Although it increases the area due to additional
registers and control logic, it significantly reduces the total computation time in
high-throughput applications.
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Fig.1. Proposed MAC Unit

5. Result Analysis

The RTL simulation waveform of the basic MAC unit confirms the sequential processing of
inputs. The operation performs multiplication followed by accumulation, producing the
output. The waveform illustrates clear, non-overlapping execution of each operation cycle are
shown in Fig.2.. The coarse-grained MAC unit as shown in Fig.3. exhibited fully parallel
execution across multiple stages. The waveform shows simultaneous activity in multiply and
accumulate blocks, effectively doubling the processing capability compared to the basic
MAC. The latency was reduced, and the output appeared faster and more regularly. The
comparison of performance is shown in tablel.

100.000 ns

Fig 2.Timing diagram for Time-Multiplexed MAC
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Fig 3.Timing diagram for coarse grained MAC

Tablel: Comparison of performance for three MAC Units
Type of MAC Unit Sequential Combinational | Total Power | Findings
Power power
Basic MAC Unit 2.38x 10*W 22.2 x10"*W 24.6 x 10*W | High combinational power
(9.7%) (90.3%) due to direct multiplication
and accumulation.
Time-Multiplexed MAC | 2.83 x 10*W 2.59 x 10*W 5.41 x 10*W | Balanced power due to
(52.2%) (47.8%) time-multiplexing, lower
peak logic activity.
Coarse-Grained MAC 3.01 x 10*W 2.56 x 10*W 5.57 x 10*W | More registers=slightly
(54.0%) (46.0%) higher sequential power,
similar total power.

Conclusion

The results prove that MAC Unit has the Least Area: Among the three architectures, the
Basic MAC Unit occupies the smallest area at 17018.822400 units, making it the most
area-efficient. Area Increases with Pipelining: Both Time-Multiplexed and Coarse-Grained
MAC Units have higher area values compared to the Basic MAC Unit, indicating that
pipelining techniques increase area. Time-Multiplexed vs. Coarse-Grained: The
Coarse-Grained MAC Unit consumes the most area at 20315.734400 units, which is
approximately 1343.7888 units more than the Time-Multiplexed MAC Unit. The area
overhead observed in pipelined architectures likely corresponds to additional registers and
control logic introduced for pipelining, especially in Coarse-Grained pipelining which uses
more stages. There's a clear trade-off between area and potential improvements in speed and
power; although pipelined MACs consume more area, they may offer better performance,
especially for high-throughput applications.
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