
AMRUTVAHINI COLLEGE OF ENGINEERING, SANGAMNER

INTERNATIONAL CONFERENCE ON RECENT TRENDS AND ADVANCEMENTS IN COMPUTING TECHNOLOGIES,ICRTACT 2024

Semantic image segmentation using Vision
Transformer (ViT)
Pravin G. Gawande1, Y. H. Dandawate2,

Chandana Lole3, Dnyaneshwari Limbhore4, Rutuja Thore5

Department of Electronics and Telecommunication Engineering,
Vishwakarma Institute of Information Technology Pune,

Maharashtra, INDIA.

Abstract— In the era of computer vision, where image
processing unveils intricate details for comprehensive visual
understanding, semantic segmentation plays a pivotal role.
Unlike image classification, which assigns a single label to
an entire image, semantic segmentation delves into
assigning distinct labels to each pixel, delineating precise
boundaries of objects. This paper navigates through the
evolution of segmentation techniques, from influential
CNN-based models like AlexNet and VGG-16 to the
transformative Vision Transformers (ViT) designed for
language tasks. Despite ViT's success, limitations in
resolution and computational costs on larger images sparked
the emergence of models like SegFormer. This
state-of-the-art Transformer framework revolutionizes both
encoder and decoder components, introducing a novel
positional-encoding-free and hierarchical Transformer
encoder. The lightweight All-MLP decoder efficiently
combines local and global attention, setting a new
benchmark in efficiency, accuracy, and robustness across
public datasets. The research explores the rich history of
CNN-based segmentation, the transformative impact of
Vision Transformers, and the groundbreaking SegFormer
model. The proposed SegFormer methodology, featuring a
hierarchical encoder and lightweight MLP decoder, is
implemented and fine-tuned on the scene_parse_150
dataset. The results demonstrate significant improvements in
segmentation accuracy, offering promising avenues for
future research in transformer-based model segmentation.

Index Terms- —Semantic Segmentation, Transformers,
ViT, Mean IoU, PyTorch.

I. INTRODUCTION
These days, computer vision is at its peak and plays a
crucial role in many innovations. Image processing helping
computers understand visual information by showing small
details in pictures and make changes to them. Even though
there is significant improvement in image classification [1],
[2] [3], which assign a single label to an entire image, the
challenge lies in differentiate multiple objects within the

same image. This issue is overcome by segmentation
technique. Semantic segmentation [4] [5], is one type of
image segmentation, goes one step ahead of image
classification by labeling individual pixel and giving
accurate outline of each object which helps a detailed
understanding of an image. In semantic segmentation
machines trace objects outlines, helping to understand
images in more detail through different categories.
Distinguishing itself from instance segmentation [6] ,
semantic segmentation classifies pixels into specific
categories without distinguishing between different objects
within the same class. Convolutional Neural Networks
(CNNs) initially work effectively in segmentation[7], tasks
as in classification. Researchers experimented with number
of combinations of convolutional and pooling layers to
enhance segmentation model accuracy. Various
developments in CNN-based models introduce us to
encoder-decoder models [7], where the encoder extracts
feature from the image, and the decoder further uses these
features to make decisions. For further improvements in
model transformer-based models introduced as explained in
the paper 'Attention is All You Need’ [8][3], Earlier models
mainly focused on nearby information whereas transformers
consider the entire picture which bring new way
understanding things. Also, transformer model come with
solution to the tendency of deep neural networks to "forget"
certain features during training[9]. These prevent granular
information loss during backpropagation and increase model
robustness[8]. To solve vision-related tasks and increase
their efficiency, a transformer-based model, known as the
vision transformer [10], has been introduced. Despite the
great performance of ViT, it faces limitations such as
generating single-scale, low-resolution features and leads to
high computational costs with larger images [11]. In this
paper, we discuss the ViT-based model SegFormer [11],
which is designed for semantic segmentation tasks.
SegFormer represents a Transformer-based architecture that
is complete reconstruction of both the encoder and decoder
components. Due to the great performance of SegFormer on
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various semantic segmentation datasets, it is now widely
used in the field of semantic segmentation.

II. RELATED WORK

A. Cnn-based Segmentation
The evolution of Convolutional Neural Network
(CNN)-based methods for semantic segmentation has been
instrumental in advancing computer vision capabilities.
Beginning with AlexNet's [12], breakthrough in 2012, CNN
architectures have continually pushed the boundaries of
accuracy and efficiency in semantic segmentation tasks.
AlexNet's success in the ImageNet competition
demonstrated the potential of deep learning models,
achieving a test accuracy of 84.6% with its innovative
design featuring convolutional layers, max-pooling, ReLU
activations, and dropout [12].
Following AlexNet, VGG-16 [13], emerged from Oxford's
Visual Geometry Group, showcasing deeper architectures
with 16 layers and smaller receptive fields. This model's
victory in the ImageNet competition in 2013 with a test
accuracy of 92.7% underscored the importance of depth in
CNNs for semantic segmentation tasks. Similarly,
GoogLeNet's[14], introduction of inception modules
demonstrated novel ways to optimize computational
resources while maintaining accuracy, achieving 93.3%
accuracy in ImageNet.
However, one of the most significant advancements came
with Microsoft's ResNet [9], which addressed the challenge
of training very deep networks using residual blocks and
identify skip connections. ResNet's 152-layer variant
achieved a remarkable accuracy of 96.4% in ImageNet,
setting a new standard for depth and performance in CNN
architectures.
Semantic segmentation models typically adopt an
encoder-decoder architecture, where the encoder extracts
hierarchical features from input images, and the decoder
refines these features for detailed predictions[15]. Various
combinations of convolutional layers and pooling operations
have been explored to enhance accuracy and efficiency in
segmentation tasks[16].
Looking ahead, the Vision Transformer (ViT) [8],
architecture introduces a paradigm shift by replacing
convolutional layers with self-attention mechanisms,
enabling better capturing of long-range dependencies in
images[17]. This innovation holds promise for improving
segmentation efficiency and accuracy, paving the way for
future research directions in transformer-based models for
semantic segmentation. Potential areas of exploration
include experimenting with different transformer
architectures, adapting self-attention mechanisms for
segmentation tasks, and integrating transformer-based
models with existing CNN architectures for enhanced

performance and versatility in computer vision
applications[17].

B. Vision Transformer
The rise of transformers, originally designed for
language-based tasks, has significantly impacted the field of
natural language processing (NLP), improving efficiency
and performance in various applications. However, the
success of transformers in NLP has sparked interest in
exploring their potential for vision tasks as well [8].
In 2020, the Vision Transformer (ViT) [8], was introduced
as a pioneering effort to extend the transformer architecture
to handle visual tasks. Initially developed for image
classification, ViT assigns a single label to the entire image,
differing from segmentation tasks that require pixel-wise
labeling. Despite this difference, the success of ViT in
image classification paved the way for the exploration of
transformer-based models in segmentation tasks [11].
Several models have emerged that utilize ViT architecture as
a backbone for segmentation tasks. Notable examples
include SETR, Swin Transformer [18], and ReSTR [19],
which aim to adapt ViT for pixel-wise labeling challenges
inherent in segmentation. These models modify the ViT
architecture to improve segmentation accuracy, leveraging
pre-training and fine-tuning on diverse datasets to observe
performance changes[11].
SegFormer [11], represents another advancement in this
domain, demonstrating the adaptability of transformer-based
models for segmentation tasks. These models leverage the
inherent strengths of transformers, such as capturing
long-range dependencies and semantic information, to
enhance segmentation efficiency and accuracy.
The Vision Transformer architecture offers unique
advantages for segmentation tasks, such as its ability to
handle global context and complex relationships within
images[10]. This opens up new avenues for research in
segmentation using transformer-based models. Future
studies may explore various aspects, including architecture
modifications, novel training strategies, and dataset
augmentation techniques, to further improve the
performance and versatility of transformer-based
segmentation models[20]. Ultimately, transformer-based
approaches hold immense potential to advance the
state-of-the-art in computer vision, offering innovative
solutions to complex segmentation challenges[21].

III. METHODOLOGY

In this section, we introduce the methodology followed in
the paper to achieve semantic segmentation using a
transformer. Initially, we needed to consider a vision
transformer model modified for segmentation as ViT had a
classification head [11]. Further, we fine-tune the
pre-trained transformer-based model on custom dataset
while considering required parameters to enhance
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segmentation alongside comparing the same with CNN
based segmentation.

A. Model justification
With increased demand of Transformers [8], for NLP tasks
Dosovitskiy et al. [10], first introduced a Vision
Transformer (ViT). The ViT model was specifically created
for image classification. To alter the ViT model for
segmentation various other models have been proposed one
of them is a SegFormer proposed by Enze Xie et al. [11]. It
comprises of two layers i.e. a) modified Transformer
encoder to produce low-resolution fine features and
high-resolution coarse features important for segmentation;
b) a lightweight Multiple Layer Perceptron (MLP) decoder
to aggregate local and global attention from previous layers
[11]. Due to its positional-encoding free Transformer
encoder structure it avoids interpolating of different
resolution images during inference. It implements a
comparatively simple MLP decoder architecture which
combines the local as well as global features from an image
[11]. The SegFormer architecture redefines the field of
image segmentation with its innovative Hierarchical
Transformer Encoder and Lightweight All-MLP
Decoder[11]. By effectively dividing the input image into
patches and utilizing advanced self-attention techniques,
SegFormer achieves high efficiency and accuracy in
prediction.
Architecture:
The altered SegFormer architecture [11], for image
segmentation mainly comprises two parts: a hierarchical
encoder architecture and a Lightweight All-MLP Decoder.
An image of size H × W × 3 is divided into patches of size 4
× 4 for an efficient dense prediction task. These patches are
given as an input to the first layer of the model i.e. a
transformer encoder to obtain multi-level features at {1/4,
1/8, 1/16, 1/32} resolutions of the original image.
Hierarchical Transformer Encoder [11]:
As evident from the name it consists of four hierarchical
transformer encoder layers which produces corresponding
hierarchical feature maps Fi with a resolution of

i+1 as demonstrated in Fig. 1 [11]. This layer𝐻

2𝑖+1  × 𝑊

2𝑖+1  ×𝐶

enhances the segmentation process by employing optimized
self-attention using sequence reduction approach and mix
FFN technique for positional information of patches. The
result of this process is a feature map formulated in eq.
1[11],

))))+𝑋
𝑜𝑢𝑡

= 𝑀𝐿𝑃(𝐺𝑅𝐿𝑈(𝐶𝑂𝑁𝐶3𝑋3(𝑀𝐿𝑃(𝑋
𝑖𝑛

𝑋
𝑖𝑛

then patch merging is used to obtain hierarchical feature
map Fi corresponding to each hierarchical transformer
encoder representing different abstraction levels.

Lightweight All-MLP Decoder [11].
The hierarchical feature map Fi generated from the
transformer encoder is given as an input to the MLP
decoder. Initially, the decoder processes the different
channels of multi-level features through MLP layers.
Following with the upsampling to 1/4th of the original
resolution and fusion of concatenated features using another
MLP layer. Hence generating a predicted mask (M) with
dimensions H/4 × W/4 × Ncls.

Fig. 1. SegFormer Framework

This model has been pretrained on three segmentation
datasets: ADE20K, Cityscapes, and COCO-Stuff. On
Cityscapes dataset, SegFormer-B0 the lightweight model
yielded 71.9% mean IoU(Mean Intersection over Union).
The largest SegFormer model i.e. SegFormer-B5 yielded
84.0% mean IoU which had a significant improvement
compared to previous Transformer based models such as
SETR [11].
In this paper, we have considered the above
transformer-based model for image segmentation due to its
highly effective architecture and highly efficient obtained
results.

B. Fine-Tuning of SegFormer
The section advances the fine-tuning process of the
SegFormer model on a custom dataset to predict segmented
masks. The SegFormer model has pretrained on larger
datasets such as Imagenet-1K making it learn many valuable
features in advance[11]. Thus, to initialise the fine-tuning
process, we need to adapt the model in terms of modifying
the final layers and decreasing the learning rate [22]. The
fine-tuning procedure is implemented in the python code
leveraging the modules of PyTorch explained in detail using
key elements listed below.
Initially, the dataset has been preprocessed to prepare
images and respective annotations according to the model’s
accepted input specifications. Notable data augmentation
techniques [23], have been applied to enrich the training set
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with variations in the data. The model is optimised using the
AdamW optimizer with a learning rate of 0.00006 on
a custom dataset.
The model iterates over the training dataset for 200 epochs.
The AdamW optimizer utilises backpropagation to update
the model's parameters. The loss is computed by comparing
the model's predictions with ground truth labels. The
training also measures parameters such as pixel-wise
accuracy and mIoU [24]. Based on the current model
predictions and ground truth labels, the code calculates and
prints the loss, mIoU, and mean accuracy after
every 100 batches. Evaluation metrics, particularly Mean
Intersection over Union (IoU) [24], are loaded for model
assessment.
Additionally, bilinear interpolation[25], is utilised in the
evaluation step to adjust the model's logits so that they
match with the size of the ground truth labels. The model's
efficacy during training can be evaluated by comparing the
model's predictions to the ground truth and printing the
calculated metrics. Overall, this section includes fine-tuning
[22], a SegFormer model for semantic segmentation,
covering data processing, model loading, training,
evaluation, and visualization.

IV. EXPERIMENTS

A. Dataset
The "scene_parse_150" dataset was meticulously crafted by
selecting the top 150 objects based on their total pixel ratios
from the ADE20K dataset. To maintain simplicity,
large-sized images in the original ADE20K dataset were
rescaled, ensuring a minimum height or width of 512 pixels.
Among the chosen 150 objects, 35 belong to stuff classes
(e.g., wall, sky, road), while 115 are discrete objects (e.g.,
car, person, table). The annotated pixels of these 150 objects
collectively occupy 92.75% of all pixels in the dataset, with
stuff classes and discrete objects accounting for 60.92% and
31.83%, respectively.
The dataset is partitioned into training, test, and validation
sets. The training set comprises 20,210 images, the test set
contains 3,352 images, and the validation set includes 2,000
images. Annotation masks within the dataset assign labels
ranging from 0 to 150, where 0 corresponds to "other
objects." Pixels labeled as 0 are not considered in the
official evaluation.
Further details about the labels of the 150 semantic
categories, including indices, pixel ratios, and names, can be
found in a specific file provided with the dataset. This
succinct overview provides essential information about the
dataset's composition, object categories, pixel ratios, and
dataset splits, setting the stage for its potential applications
in semantic segmentation research.

B. Evaluation Metrics
The segmentation accuracy is measured by the Intersection
over Union (IoU) and the mean IoU between the predicted
segmentation and the ground truth. IoU is calculated by
dividing the area of overlap between the predicted
segmentation and the ground truth by the total number of
pixels present across both masks [24].

𝐼𝑜𝑈 = (𝑡𝑎𝑟𝑔𝑒𝑡∩𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛)
𝑡𝑎𝑟𝑔𝑒𝑡∪𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

The mean IoU is the average of the IoU for each class.
Additionally, we calculated per-category IoU, indicates how
well the model can distinguish objects of a particular
category from their backgrounds in an image.

We are calculating the per category accuracy means
evaluating a binary mask. A true positive (TP) represents a
pixel that is correctly predicted to belong to the given class
as in ground truth and a true negative (TN) represents a
pixel that is correctly identified as not belonging to the
given class. A false positive (FP) occurs when the
segmentation model predicts the presence of a certain object
or class in an image that is not actually present, and a false
negative (FN) occurs when the model fails to predict the
presence of a certain object or class that is present in the
image. the accuracy can be represented as given below
equation,

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃+𝑇𝑁)
(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)

Similarly, along with per-category accuracy, we calculate
the overall accuracy for each step. Mean IoU and overall
accuracy provide us with information about the model's fit.

C. Results
Segmentation using Transformer based model:
After fine-tuning the SegFormer model[22], on a
scene_parse_150 dataset there is need to evaluate the
performance of the model to predict accurate segmented
image. Hence, after training the model to learn features from
the dataset we inferenced the model to showcase its ability
to predict output from new given inputs. The parameters to
decide the competency of the model for inference need to be
well justified. The essential evaluation metrics we
considered to check the success of transformer-based
segmentation model on a custom dataset are Mean
Intersection over Union(mIoU) [24], overall accuracy and
per category wise accuracy and mIoU.
Mean Intersection over Union: This metric evaluates the
model for inference based on the ground truth. It compares
the ground truth and predicted segmentation mask on merits
of similarity between the two by mathematically computing
the area of overlap and union[24], and formulates the above
to compute the performance of the model.
Overall accuracy: The accuracy of the model is an
evaluation metric represented as a percentage. This metric
provides information about the insights learnt by the model
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during training hence computing accuracy of the model to
predict corresponding multi class segmented image. It
considers the overall accuracy of predicted mask by
combining per class accuracy.
Per-category metrics: The scene_parse_150 dataset contains
total 150 categories of objects present in the images. The
background class corresponds to 0 class index. We trained
the model on class indexes ranging from 0 to 149 by
reducing each class label by one and assigning background
class to 255 to be ignored by loss function of our model. We
need to compute correctness of the model to predict
individual class segments we achieve this by considering
per category metrics such as per-category accuracy and
per-category mean IoU for individual image.
During training, the fitting of the model can be represented
in the terms of training loss and validation loss. Fig. 2
represents the loss over number of epochs.
As evident from the Fig. 2 graph the model fits optimally on
training and validation data.

Fig. 2. Training and Validation Loss over no. of epochs

Fig. 3. accuracy over no. of epochs

Evident from fig. 3 the accuracy of the SegFormer model
exhibits a noteworthy progression throughout the
fine-tuning process [22], on the Scene-Parse-150 dataset.
Starting at 0.28657 in the initial epochs, the model
experiences fluctuations before demonstrating a steady
improvement from epoch 80 to 160, indicating the
assimilation of discriminative features. The most significant
advancement occurs in the later epochs, with accuracy
reaching 0.7793 at epoch 200, showcasing the model's
convergence and high proficiency in semantic segmentation
[15]. This substantial increase suggests successful
adaptation to the custom dataset, reflecting the SegFormer
model's ability to capture intricate patterns and details [11],
ultimately achieving a commendable level of accuracy on
the training data.

Segmentation using CNN based model:
As observed in the Fig.4, the loss per epoch demonstrates a
consistent decrease for both training and validation sets.
This behavior indicates that the model is effectively learning
and fitting the training data. The diminishing training loss
signifies that the model is optimizing its parameters to
minimize errors on the training set. Simultaneously, the
validation loss, which measures performance on unseen
data, also shows a decreasing trend.

Fig. 4. Training and Validation Loss over no. of epochs
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Fig. 5. Accuracy over no. of epochs

As depicted in the Fig. 5, there is a discernible upward
trend, indicating a consistent improvement in the model's
accuracy over successive epochs. This positive trajectory
suggests that the model is learning and making more
accurate predictions as training progresses. The rise in
accuracy signifies an enhancement in the model's
performance, showcasing its capacity to achieve higher
precision in predicting the accurate segmentation of images
[4].

Comparison drawn from the results:
After conducting the experiment, it became evident that
SegFormer surpassed U-Net [26], in the realm of image
segmentation. The accuracy achieved by SegFormer was
notably higher, coupled with the advantage of requiring less
computational resources compared to U-Net. The
transformer-based architecture of SegFormer [11], played a
pivotal role in enhancing parallelization, thereby
contributing to its superior computational efficiency.
Beyond efficiency gains, SegFormer demonstrated
exceptional proficiency in generating highly accurate masks,
especially in scenarios involving intricate details or
expansive object dimensions. These results underscore
SegFormer as a compelling choice for image segmentation,
offering a compelling combination of heightened accuracy
and computational efficiency.
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